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1 Introduction 
 

This Configuration Manual lists together all prerequisites needed to duplicate the studies and 
their effects in a specific setting. A glimpse of the source for YOLOv4 and Cascade RCNN 
for object detection and evaluations is also supplied, together with the necessary hardware 

components as well as Software applications. The report is organized as follows, with details 
relating to environment configuration provided in Section 2.  
Information about the YOLOv4 model is detailed in Section 3 and Cascade RCNN is done in 
Section 4.  The comparison between YOLOv4 and Cascade RCNN is illustrated in Section 5. 

 

2 System Requirements 
 

The specific needs for hardware as well as software to put the research into use are detailed in 
this section. 
 

2.1 Hardware Requirements 

 

The necessary hardware specs are shown in Figure 1 below. MacOs M1 Chip, macOS 10.15.x 
(Catalilna) operating system, 8GB RAM, 256GB Storage, 24’’ Display.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

 

Figure 1: Hardware Requirements 
 

2.2 Software Requirements 
 

• Anaconda 3 (Version 4.8.0) 

• Jupyter Notebook (Version 6.0.3) 

• Python (Version 3.7.6) 
 

2.3 Code Execution 

 

 The code can be run in Jupyter Notebook. The Jupyter Notebook comes with 

Anaconda 3, run the Jupyter Notebook from startup.  This will open Jupyter 

Notebook in the web browser. The web browser will show the folder structure of 

the system and move to the folder where the code file is located. Open the code file 

from the folder and to run the code, go to the Kernel menu and Run all cells. 
 

3 Yolo 
 

Figure 2 includes a list of every Python library necessary to complete the project. 

The code also initializes a YOLOv4 model with the specified weights and 

configuration, and it provides the necessary information about the output layers 

that can be used for object detection or related tasks. 
 

  
 

Figure 2: Loading YOLOv4 
 
Figure 3 It takes an input image, preprocesses it, feeds it through the YOLOv4 network, and 
returns the output, allowing further analysis or visualization of detected objects in the image. 
 

    
Figure 3: Detecting Objects 

 

 



 

 

As seen in Figure 4, processes the output from a YOLOv4 object detection model to 
extract information about the detected bounding boxes, confidences, and class IDs. 

 

 
 

Figure 4: Detect bounding box using YOLOv4. 

 

In Figure 5, the code detects objects in an image, applies Non-Maximum Suppression, and 

returns information about the detected objects, such as bounding boxes, confidences, and 

labels. 
 

 

 

 
 

Figure 5: Object detection 
 



 

 

Figure 6 calculates the Intersection over Union (IoU) between two bounding boxes. 
 
 

 
Figure 6: Intersection over Union 

 

 

Figure 7 includes performance evaluation. 
 

  
 

Figure 7: YOLO Performance Evaluation 

 



 

 

 

4 Cascade RCNN 
 
Figure 8 shows the code to import and install the required libraries. 
  
 

 
       

 

 Figure 8: Import and Install Libraries 
 

 

The Figure 9, the code initializes a Cascade R-CNN model with a specific configuration and 

pre-trained weights, and then uses the model to perform object detection on a given image.  
 



 

 

 

 
 

 

Figure 9: Cascade RCNN 

 

 
 
Figure 10 illustrates the function for extracting bounding boxes, confidence scores, 
and class labels from the detection results of an object detection model by cascaded R-
CNN. 

 



 

 

 

 
 

Figure 10: Extract Bounding Box by Cascade R-CNN model 

 

 
Figure 11, illustrates the performance evaluation by Cascade R-CNN model. 



 

 

  
 

 

Figure 11: Performance evaluation by Cascade R-CNN model 
 
 
 

  



 

 

5 Comparison 
 
The Figure 12, illustrate the function that compares bounding boxes from two 
different object detection methods (YOLO and RCNN). The function calculates the 
Intersection over Union (IoU) for pairs of bounding boxes and returns matched boxes 
based on a specified IoU threshold. 

 

 
Figure 12: Comparing Bounding Boxes 

 
Figure 13, visually annotates an image by drawing bounding boxes around objects and 
placing labels above the boxes. 

 

 

 
 

Figure 13: Annotating bounding boxes 

 

The Figure 14, the code processes the matched bounding boxes (matches) and selects 
the final bounding boxes and labels based on certain conditions. It then draws these 
final bounding boxes on an image and displays the annotated image as output. 

 



 

 

  
Figure 14: Matching bounding boxes 

 
The Figure 15, illustrates the output. 

 

 

 
Figure 15: Output 

 

The Figure 16, reads information from a text file and extracts class labels and 
bounding boxes associated with objects. 

 



 

 

  
Figure 16: Extracting Objects 

 

Figure 17, illustrates the performance evaluation. 

 



 

 

  
 

 

Figure 17: Performance Evaluation 
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