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1 Introduction 
 
This document aims to provide the entire configuration and setup details of this Iris Detection thesis project, 
including the model building with ResNet152V2 and CNN model. This manual will be followed to set up the 
code and detection model.  This code was performed in the 3 different IDEs due to some computation 
resources and technical constrains. The three IDEs are Jupyter Notebook, Google Colab Pro and Pycharm.   
 
 
2 Hardware and Software 
 
This project was entirely performed on a MacBook M1 laptop and Figure 1 shows the hardware 
configuration of the laptop. 
 

 
Figure 1: MacBook configuration setup 

 
 
Now Figure 2 represents the Jupyter Notebook version. In Jupyter Notebook the Dataset 
creation, Data Pre-processing, and Data augmentation have been performed.  
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Figure 2: Jupyter notebook version 

 
Figure 3 presents the Google Colab Pro Configuration details where the actual model 
building has been done and both of the models have been trained in Google Colab Pro. 

 
Figure 3: Google Colab Pro Version 

 
Figure 4 represents the configuration details of the PyCharm. The models have been 
deployed in the PyCharm and here only the real-time tracking trials performed although it's 
on the future scope.   

 
Figure 4: PyCharm version 

 
 
 
3 Dataset Collection 
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Short videos were collected from https://www.kaggle.com/code/mmmarchetti/deep-fake-
chalenge/input based on different iris movement scenarios. Figure 5 shows the collected videos 
in the local directory.  

 
Figure 5: Selected videos from Kaggle 

 
 
 
4 Implementation 
 

4.1 Dataset Preparation 
 
Figure 6 shows how images were taken from the videos in the Jupyter Notebook followed by Figure 7 like how 
the author’s images with different iris movements were captured using built-in webcam. 
 

 
Figure 6: - Image captured from videos. 
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Figure 7: Author’s images captured using the webcam. 

 
 

4.2 Data Labelling 
 
Figure 8 represents how to open the LabelMe window for data annotation.  

 
Figure 8:- Data Annotation using labelMe 

 
Figure 9: Image Annotation 

 
 



 

5 
 

 

Figure 9 shows the annotation procedure. Here the paper first chose the directory where all the unique 
labelled images were stored and with that, an output directory was also selected where the JSON files 
containing all labelled pieces of information would get stored. The study had to select the class name and the 
key point annotation colour. For “RightEye” the colour was green and for “LeftEye” the colour was red. 

4.3 Data scaling 
 
Figure 10 shows how the images were cropped into 450x450. 
 

 
Figure 10:- Cropped the images into 450x450 

 
The cropped images were plotted to check their sizes as shown in figure 11. 
 

 
Figure 11:- Scale visualisation of the snaps.  

 
The images were split and moved into the train, test and validation directory manually, 75% were sent to train 
and test and the validation dataset got 15% each of the entire dataset. After spiting the Figure 12 explains how 
the annotations were moved with respect to their located folders.  
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Figure 12:- Moving the annotations 

 
 

4.4 Data Augmentation 
 
The images and their labels were loaded into the respective functions as per Figure 13. 

 
Figure 13:- Images and Labels are getting stored 

 
All the coordinates had checked whether they were coming properly or not, as described in Figure 14. 
 

 
Figure 14:- Iris coordinates 
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Figure 15 and Figure 16 show the python albumentation function and the augmentation pipeline.   
 

 
Figure 15:- Python Albumentation code 

 
Figure 16:- Data Augmentation Pipeline 

 
 
 

5 Model Building 
 
The augmented dataset was mounted on the google colab and the essential Python libraries were imported as 
shown in Figure 17. 
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Figure 17:- Dataset mount and important python libraries 

 
Before modeling all the augmented images and their annotations were gathered. Figure 18 shows all together 
8280 images were there in the training dataset, 1800 were in the test and 1800 were in the validation dataset.  
 

 
Figure 18:- Total number of augmented data 

 
Finally, the images and annotations were zipped for train, validation and testing. Figure 19 visualises the key 
point annotation with the images.  

 
Figure 19:- Zipped images with annotations 
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5.1 ResNet Model 
Figure 20 represents the ResNet model building.  
 

 
Figure 20:- The ResNet model 

5.2 CNN Model 
 
Figure 21 represents the CNN model building.  

 
Figure 21:- The CNN model 

 
 

5.3 Deployment 
 
Figure 22 shows the code to load the model in .h5 format. 
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Figure 22:- Saving the model for deployment 

 
Finally, the future scope of this thesis was real-time tracking. Figure 23 shows the code of real-time tracking. 
This code for real-time tracking was written in PyCharm. 
 

 
Figure 23:- Model deployment code 

 


