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1 Introduction 
The configuration manual covers a variety of topics related to the implementation 

process. This includes the hardware specifications for the system on which the 

implementation was performed, as well as the software required. It also discusses the various 

stages of implementation and the overall evaluation of the research "Vegan Ingredient Image 

Classification using Deep Learning and Transfer Learning”. 

In below section we will discuss the implementation steps which are carried out during 

project implementation. And which computational resources used in the project development 

phase all details we discussed here: 

 

2 System Configuration 
Here we will discuss which hardware and software we needed to run code. Let’s start with 

hardware requirements: 

2.1 Hardware Requirements: 

• Processor 12th Gen Intel(R) Core (TM) i5-1235U   1.30 GHz 

• RAM 16.00 GB 

• System Type 64-bit Windows Operating System 

• GPU Intel(R) Iris(R) Xe Graphics 

• Storage 512 GB SSD  

2.2 Software Requirements: 

• Anaconda navigator for Windows 2.5.1 

o It includes many design frameworks such as Jupyter Notebook, Spyder, R 

Studio, and others. 

• Python – 

o In the whole project I utilized Python as a programming language and 3.8 

version I used. 

• Jupyter Notebook: We can download Jupyter from anaconda navigator.It is open-

source platform. The Jupyter notebook built into the operating system was primarily 

used project implementation. Jupyter Notebook was used for most of the 

implementation, from exploratory data analysis to image classification model 

implementation. The following Fig.1.shows the libraries included in the project: 
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Fig.1. Libraries used in the project. 

 

• Once you download jupyter notebook from anaconda navigator. It will open new tab 

in browser I have attached image below Fig.2. Also using same tab, you need upload 

code. So, it will be ready to run. 

 

 
Fig.2.Jupyter software. 

 

• Below code snippets shows that I have taken dataset from Kaggle website. I 

downloaded zip file of the dataset through Kaggle API. Generally, API we will get 

under account setting -> API section -> Click on ‘Create New API Token.’ It will 

generate Json file. Using that just create environment. Then run Kaggle command 

which will download dataset zip folder. Fig.3. shows the implementation. Once I 

finish with downloading. I extracted dataset from zip file Fig.4. demonstrates that. 

Then unzip dataset and used further in project.  

 
Fig.3. Download dataset from kaggle 
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Fig.4.Extract dataset from zip folder 

 

3 Dataset Description 
The vegan ingredients dataset was constructed using one dataset which took from Kaggle 

website. It is an open-source public dataset that can be used for research. The dataset 

contains 95 food item categories, each of which is labelled with at least 60 images. 5577  

images collected from both datasets.Fig.6. shows random images from dataset within grid. 

Fig.5. Shows total 95 number of classification names which I printed while implementing 

code.  
 

 

 
Fig.5. Total classification classes. 
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Fig.6. Dataset 

 

4 Data Modelling for Vegan Ingredients Classification  
This section describes how the data was prepared before the model was applied. Also, this is 

step by step execution of cells and the sequence is same which I am mentioning. As I am 

using 3 transfer learning model the preparation for building those models is also described 

below: 

4.1 Pre-processing dataset: 

For pre-processing dataset preprocess_input function used. The Keras library provide this 

function. This function used with transfer learning model so that’s why I choose this 

function. It will perform normalization, scaling, mean subtraction functionality and many 

more. Fig.7. shows the implementation of preprocess_input. 

 

 
Fig.7. preprocess_input 

4.2 Data augmentation: 

For data augmentation used ImageDataGenerator. ImageDataGenerator this is substitute of 

data augmentation. All operation performed by data augmentation the similar operation this 

functionally also performed on dataset.  Data preprocessing and augmentation goes hand in 

hand here I have applied both things together. In Fig.8. we can see that and operations which 

I am using for augmentation is also mentioned in below figure. 
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Fig.8. Data augmentation 

4.3 Splitting Data: 

After performing preprocessing and augmentation on dataset. Next step which I performed 

was split data into two sections. Training and Validation. Below in Fig.9. we can see I have 

divided 4496 images in training dataset and 1084 images in validation dataset. 

 

 
Fig.9. Splitting augmented data 

4.4 EfficientNet B0: 

This is the first model which I applied on augmented dataset. Fig.10. shows EfficientNet B0 

model implementation which I performed in notebook. From image we can see I have applied  

Sequential model then adds GlobalAveragePooling2D and Dense layer into model.  After 

designing I compiled model and fit model on divided dataset. 

 
Fig.10.  EfficientNet B0  



6 
 

 

4.5 ResNet 50: 

This is the second model which I applied on augmented dataset. Fig.11. shows ResNt 50 

model implementation. From below image we can see that I have followed similar 

architecture as EfficientNet B0.  After designing I compiled model and fit model on divided 

dataset with 20 as epoch value. 20 is last epoch value I considered after performing fine 

tuning on model. 

 

 
Fig.11. ResNet 50 

4.6 Inception V3: 

This is the third model which I applied on augmented dataset. Fig.9. shows Inception V3 

model implementation. From below image we can see that here also I have followed similar 

architecture as EfficientNet B0.  After designing I compiled model and fit model on divided 

dataset with 12 as epoch value. 

 

 
Fig.12. Inception V3 

4.7 Inception V3 on Original Dataset: 

Before applying Inception V3 model on Original Dataset I performed pre-processing. Fig.13. 

shows implementation of preprocessing. In below image we can see that what are things 

which I have used for image preprocessing. After that convert classification class names into 

integer values because before this it was in string format. For that I have used label encoder. 

Fig.14. shows the implementation of label encoder which performed on all label within 

dataset.  



7 
 

 

 

 

 

 

 

 

 
Fig.13. Preprocessing 

 

 

 
Fig.14. Label encoder 

Then I divide dataset into train and test. Fig.15. shows splitting code. After that performed 

Inception V3 model on original dataset. I used previous code of Inception V3 here just 

change the parameters of compile and fit. 

 

 
Fig.15. Splitting dataset into train and validation. 

 

5  Model Evaluation 
Below We will discuss evaluation of model performed on which things: 

5.1 Accuracy: 

Below Fig.16 shows the code implementation which I used to showcase validation accuracy. 

This code I have used in all models to showcase validation accuracy. 

 

 

 
Fig.16. Accuracy implementation. 
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5.2 AUC and loss graph: 

Below Fig.17 shows the code implementation of AUC and loss graph to showcase both 

graphs for train and validation dataset. Similar code I have used in all models to showcase 

accuracy and loss graph. 

 

 
Fig.17. Graph of AUC and loss 

5.3 Precision, Recall and F1 - Score: 

Below Fig.18.shows the implementation as well as evaluation of precision, recall and F1-

score. Which I have used in all models for evaluation purpose.  
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Fig.18. Precision,Recall and F1 – Score Implementation 

     

5.4 Image Predication: 

Below Fig.19. shows the implementation as well as evaluation of image predication code. 

Which are important evaluation criteria telling predication about image whether it’s comes 

under vegan or not. This implementation as well I have used in all models for evaluation 

purpose.  
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Fig.19. Image predication implementation with evaluation. 

 


