
 
 

Configuration Manual 

MSc Research Project 

Data Analytics 

Himani Chauhan 

StudentID:x22118021 

School of Computing 

National College of Ireland 

Supervisor: Mr Teerath Kumar  Menghwar 



 

National College of Ireland 

Project Submission Sheet 

School of Computing 

Student Name: Himani Chauhan 

Student ID: x22118021 

Programme: Data Analytics 

Year: 2023 

Module: MSc Research Project 

Supervisor: Mr Teerath Kumar Menghawar 

Submission Due Date: 14/12/2023 

Project Title: Configuration Manual 

Word Count: XXX 

Page Count: 8 

I hereby certify that the information contained in this (my submission) is information 
pertaining to research I conducted for this project. All information other than my own 
contribution will be fully referenced and listed in the relevant bibliography section at the 
rear of the project. 

ALL internet material must be referenced in the bibliography section. Students are 
required to use the Referencing Standard specified in the report template. To use other 
author’s written or electronic work is illegal (plagiarism) and may result in disciplinary 
action. 

Signature:  

Date: 13/12 2023 

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST: 
Attach a completed copy of this sheet to each project (including multiple copies). □ 
Attach a Moodle submission receipt of the online project submission, to each 

project (including multiple copies). 
□ 

You must ensure that you retain a HARD COPY of the project, both for your own 

reference and in case a project is lost or mislaid. It is not sufficient to keep a copy on 

computer. 

□ 

Assignments that are submitted to the Programme Coordinator office must be placed 
into the assignment box located outside the office. 

Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



1 

Configuration Manual 

Himani Chauhan 
x22118021 

1 Introduction 

This configuration manual explains the entire project's procedure in detail, from 
environment setup to implementation and assessment. The purpose of this project was 
to perform advanced sentiment analysis and topic modeling on e-commerce reviews from 
Flipkart and Amazon. The programming language that is used, the system settings, and 
any necessary libraries are all covered in this setup manual. 

The results of this study, the many experiments carried out, and the evaluation standards 
applied to each experiment are the main topics of discussion. 

 

 

2 Environment Setup 

2.1 System Specification 

Jupyter notebook was used i to carry out the implementation of this study. It is used  to 
create and share documents with live code, equations, graphs, and narrative prose using 
the open-source, interactive online application Jupyter Notebook. Because of its 
versatility and usability, it is frequently used in data science, machine learning, and 
scientific research. 

2.2 System Specification 

Python language was used in this project, with all the packages and libraries listed below. 

• NumPy 

• Matplotlib 

• Pandas 

• NLTK 

• pytorch 

• tensorflow 

• Seaborn 

• Scikit-Learn 

• Transformers 

• Bert and Roberta 

• LabelEncoder 

• AdamWOptimizer 
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2.3 Data Source 

The datasets used in this project are downloaded from Kaggle. Two datasets related to e-
commerce reviews of widely known platforms called Flipkart and Amazon are 
downloaded.  

3 Implementation 

In this section, all the steps are showcased right from start to end of the implementation 
proposed in this project. We are showcasing all the Libraries loading, data preparation 
and implementing models. 

3.1 Importing Libraries 

In figure 1. all the necessary libraries are imported for this project. 

 

Figure 1 Importing Libraries 

3.2 Data Loading and Pre-processing 

In figure 2. and 3 data loading process is done for both the topics: sentiment analysis and 
Topic Modeling. Data Pre-processing was performed to remove non-English words, URLs, 
stop words, removing duplicates, and normalizing data and null values etc. Below 
snippets show some of the steps carried out to input data.      

 
Figure 2 Loading the data 
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Figure 3 Data Preprocessing 

3.3 Exploratory Data Analysis 

Preliminary exploratory data analysis is performed on both the datasets to get more 
insights about dataset.  

 
Figure 4 Exploratory Data Analysis 



4 

3.4 Sentiment Analysis using VADER 

We are creating a baseline model for sentiment analysis on both Flipkart and Amazon 
dataset which will lay foundation for our advanced models. Below snippet shows the code 
and results of the methods applied. 

 
Figure 5 Sentiment Analysis using VADER 

 
 

 

3.5 Sentiment Analysis using BERT 

The next model built is sentiment analysis using BERT embeddings on both Flipkart and 
Amazon Datasets. A methodical approach to fine-tune the BERT model for multi-class 
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sentiment classification is to use Sentiment Analysis on the Flipkart Dataset using BERT. 
The BERT tokenizer and sequence classification model are initially implemented using 
the Hugging Face Transformers library. 

 

 
Figure 6 Sentiment Analysis using BERT 

 
Figure 7 Flipkart Sentiment Analysis 

   
Figure 8 Amazon Sentiment Analysis 
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3.6 Sentiment Analysis using RoBERTa 

Utilizing state-of-the-art language models, a systematic and detailed method is used to 
execute sentiment analysis using RoBERTa on the Flipkart dataset. First, the code loads 
the pre-trained RoBERTa tokenizer and model using the Hugging Face Transformers 
library. Tokenization and encoding are performed on Flipkart dataset, the reviews have 
been preprocessed and stored in column ’processedreview’, which contains the cleaned 
and tokenized reviews. 

 
Figure 9 Sentiment Analysis usin RoBERTa 

 
Figure 10 Flipkart Sentiment Analysis Report 

 
Figure 11 Amazon Sentiment Analysis Report 
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3.7 Topic Modeling using BERT 

In this section we are using BERT embeddings and K-Means clustering to do topic 
modeling on the Flipkart dataset. Tokenizing the preprocessed reviews using the BERT 
tokenizer at the start of the procedure gives encoded sequences. 

 

3.8 Topic Modeling using RoBERTa 
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