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Advanced Sentiment Analysis and Topic Modeling on
E-Commerce Reviews: A Comparison Study Using
BERT and RoBERTa on Flipkart and Amazon

Himani Chauhan
x22118021

Abstract

Our project delves into the realm of advanced sentiment analysis and topic
modeling, focusing on e-commerce reviews from Flipkart and Amazon, two ma-
jor platforms. Using state-of-the-art natural language processing models, namely
Bidirectional Encoder Representations from Transformers (BERT) and Robustly
optimized BERT (RoBERTa), we aim to gain a deeper understanding of customer
sentiments. By utilizing pre-trained transformer models and fine-tuned sentiment
analysis techniques, we were able to improve the accuracy of classifying customer
sentiments. Furthermore, we conducted a comparison between Bidirectional En-
coder Representations from Transformers (BERT) and Robustly optimized BERT
(RoBERTa) to evaluate which model better captures the nuances of e-commerce
sentiments. We took our analysis a step further by implementing Latent Dirichlet
Allocation (LDA) on the embeddings generated by Bidirectional Encoder Repres-
entations from Transformers (BERT) and Robustly optimized BERT (RoBERTa).
By doing so, we aimed to uncover underlying themes within the reviews, providing
valuable insights into the factors that drive customer opinions. This comparative
study enables us to gain a comprehensive understanding of the effectiveness of each
model in capturing the diverse aspects of e-commerce sentiments.

1 Introduction

The characteristics of modern e-commerce scene is governed by dynamic liaison of usergen-
erated content suh as online reviews, transactions, customer interactions. It is extremely
necessary to comprehend the tone and subjects of online reviews as in this digital era, cus-
tomers solely rely on online reviews to make decisions about what to buy. The two widely
popular and two industry titans of e-commerce, Flipkart and Amazon have amassed a
massive corpus of product reviews that bear witness to a range of customer opinions and
experiences. In conjunction with this, the technologies which emerged as useful meth-
odologies are Advanced Sentimet analysis and topic modeling providing businesses with
in-depth understanding of customer feedback beyond what is typically seen as superfi-
cial. The recent times have witnessed the incorporation of advanced natural language
processing models, redefining conventional frameworks for sentiment analysis and topic
modeling. The emergence of models such as Bidirectional Encoder Representations from
Transformers (BERT) and Robustly optimized BERT (RoBERTa), that are known to
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leverage deep learning capabilities for extracting intricating language and contextual de-
tails that are beyind the scope of traditional techniques which signifies a paradigm shift
in the area. Both the models possess the characteristics of bidirectional contextualized
embeddings, proven to be remarkably effective at understanding the complex framework
of human language. The extensive availability of e-commerce platforms have resulted in
the unparalleled influence of cutomer reviews. These reviews are not just an account of
individual experiences but also serve as a repository of opinions that can influence the
course of businesses. Therefore it is considered an advantage for businesses that opt to
explore advanced cutting-edge methods which can reveal the hidden insights obscured in
the abundance of user-generated material. The need for businesses to manage the dy-
namic world of e-commerce with accuracy and precision is higher than ever and it is the
driving force behind this research. Businesses faces extreme difficulties often to harness
valuable insights from the stream of user-generated content as it continues and sees an
exponential growth. We gravitate towards advanced and sophisticated models like Bid-
irectional Encoder Representations from Transformers (BERT) and Robustly optimized
BERT (RoBERTa) as the conventional sentiment analysis techniques have shortcomings
such as capturing the intricacy of language and the dynamic nature of themes. This study
aims to go beyond the constraints of current approaches and methodologies to compare
Bidirectional Encoder Representations from Transformers (BERT) and Robustly optim-
ized BERT (RoBERTa) with regard to e-commerce reviews from Flipkart and Amazon.
Following this approach, it endeavors to provide companies a solid foundation for de-
riving more complex and contextually rich insights from customer feedback. In this re-
search, we performe a comparative study of Bidirectional Encoder Representations from
Transformers (BERT) and Robustly optimized BERT (RoBERTa) in topic modeling and
sentiment analysis of e-commerce reviews on Flipkart and Amazon. Research question
states :
To perform advance sentiment analysis and topic modeling on E-commerce reviews on
Flipkart and Amazon dataset. The goals of the Research are as follows:
• We performed a thorough examination of the most recent developments in advanced
sentiment analysis and topic modeling methods, particularly leveraging deep learning
models.
• We create a flexible framework which is taking into account the unique features of
Amazon and Flipkart datasets as we apply Bidirectional Encoder Representations from
Transformers (BERT) and Robustly optimized BERT (RoBERTa) to e-commerce re-
views.
• Implemnting the constructed framework on both datasets by utilizing the contex-
tual embeddings provided by Bidirectional Encoder Representations from Transformers
(BERT) and Robustly optimized BERT (RoBERTa).
The structure of this report is intended to facilitate a comprehensive investigation of the
study subject. Following this introduction, we discuss Related work in Section 2 where
we explore the existing body of literature and corpus of the research, with a focus on e-
commerce platforms. Section 3 clarifies the research question and discusses the research
methodology which serves as a guide for the next parts, highlights the justification for se-
lected approach. Section 4 emphasises on design component where we develop the flexible
framework for using Bidirectional Encoder Representations from Transformers (BERT)
and Robustly optimized BERT (RoBERTa) in e-commerce reviews is developed. Section
5 focuses on implementing the framework to use in practice. It gives a thorough explana-
tion of datasets which were utilized, outlining preprocessing steps and factors specific to
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e-commerce review features. Section 6 duscusses the Results of applied framework and
performance of Bidirectional Encoder Representations from Transformers (BERT) and
Robustly optimized BERT (RoBERTa) are evaluated critically. The main conclusions
are summarized in Section 7 and analyzes their importance in context of e-commerce
analytics.

2 Related Work

This research uses latent discourse analysis (LDA) to identify the main conversational
subject utilizing social media to ascertain public perceptions of two prominent Indian
politicians. The authors gathered 18,000 tweets mentioning these political figures. After
identifying the themes, they used a lexicon-based approach to match keywords in the
tweets to a specified set of words in order to determine the moods or emotions that indi-
viduals were experiencing. They were able to determine whether people were happy, sad,
angry, or apathetic. All of these analyses were carried out in real time using the SparkR
program (P. Monish, Kumari, and C. Narendra Babu, 2018)[11].
Another study on people’s reactions to increasing energy prices on Twitter was carried
out. Once more, sentiment analysis is used to classify emotions as positive, neutral, or
negative. Various deep learning models and conventional machine learning algorithms,
such as Bidirectional Encoder Representations from Transformers (BERT), DNN, and
1D-CNN, were used to analyze the data; however, Bidirectional Encoder Representations
from Transformers (BERT) performed poorly because it was unable to learn domain-
specific features, such as the energy-price and dataset nature domain. This work uses a
machine learning model based on transformers and lexicon-based approaches to determ-
ine the optimum sentiment classification technique. They found that opinions ranged
from largely negative to positive when governments provided financial aid to cover high
energy bills, and then to negative due to sharp increases linked to the conflict in Ukraine
(Kastrati et al., 2023)[6].
To understand how customers feel about their products and services, businesses need
to know what their customers have to say. The author evaluates and contrasts many
contemporary topic modeling approaches with more established ones, such as FinBERT,
Robustly optimized BERT (RoBERTa), DistilBERT, and Bidirectional Encoder Repres-
entations from Transformers (BERT), which were tailored especially to model the themes.
BERTopic is a novel method that uses phrase embeddings to generate topics from Con-
sumer Financial Protection Bureau (CFPB) data. The findings demonstrated that BER-
Topics outperform more conventional topic modeling methods like LSA and LDA in terms
of C V scores. In contrast, BERT-based models interpret topics much more simply be-
cause no stemming or lemmatization is done (Vasudeva Raju et al., 2022)[17].
In a further study, the authors used a BERT-based model called the BERTopic algorithm
to identify the major themes in a collection of publications on malaria research published
between 2017 and 2022. In order to obtain new insights and understand the dynamics of
past and future malaria research, this work employed a technique that included numerous
themes (Alam Ahmad Hidayat et al., 2022)[1].
In conclusion, both studies demonstrate that BERT-based models have significantly en-
hanced topic modeling in many scenarios, particularly when used with BERTopic or
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changed on domain-specific data. By using these methods on our dataset of Flipkart
product reviews, we may significantly increase our understanding of feelings and import-
ant topics.
Both models are attractive methods for sentiment analysis since they have demonstrated
strong performance in terms of accuracy and loss (Kundeti Naga Prasanthi et al., 2023)[8].
The Bidirectional Encoder Representations from Transformers (BERT) model was pro-
posed in a different study for sentiment analysis. It was evaluated on two different
datasets, and the outcomes were contrasted with those of the DistilBERT and Robustly
optimized BERT (RoBERTa) models. Bidirectional Encoder Representations from Trans-
formers (BERT) performed better than the other two models on the Sentiment 140 and
Coronavirus tweets NLP datasets. On the Sentiment 140 dataset, training accuracy
was 95.3%, validation accuracy was 93.13%, and testing accuracy was 92.76%. On the
Coronavirus tweets NLP dataset, training accuracy was 94.1%, validation accuracy was
81.3%, and testing accuracy was 90.43%. Because of the distillation process, DistilBERT
has fewer layers than Bidirectional Encoder Representations from Transformers (BERT),
which results in a difference in accuracy between the two methods. In these datasets, the
NSP used to pre-train the model proved beneficial, as Bidirectional Encoder Represent-
ations from Transformers (BERT) performed better than the Robustly optimized BERT
(RoBERTa) model (Archa Joshy and Sundar, 2022)[4]. The results of both tests demon-
strate the effectiveness of transformer-based models in understanding sentence context,
which is crucial while surfing social networking sites or reviews with complex language.
Both studies used fine-tuning and transfer learning techniques to train their models. A
pre-trained Bidirectional Encoder Representations from Transformers (BERT) model may
be improved with our Flipkart review dataset. By being able to comprehend the unique
subtleties of language and contextual information available in product evaluations, this
can enhance the model’s performance. This study explores the importance of internet
reviews as useful tools for marketers, especially when examining consumer sentiment. It
draws attention to the extreme bias found in customer evaluations while acknowledging
the limits of conventional measurements like volume and ratings from online reviews.
Regarding the effect of these measures on sales within the same product category, the
research finds conflicting results. In addition, the study presents a unique method for
analyzing customer views’ excitement by taking the average word count and emotion
score distribution into account in gleaning insightful information from online reviews for
marketing objectives, this research adds to the body of knowledge.[7] (R. Y. Kim, 2021).
The use of Convolutional Neural Network (CNN) and Support Vector Machine (SVM)
models for Customer Review Sentiment Analysis is covered in the article. Following the
preprocessing and hyperparameter adjustments, the SVM model attained a remarkable
96% accuracy. The paper highlights how SVM and CNN are currently used for sentiment
analysis and provides suggestions for further optimization. The authors want to im-
prove model accuracy and shorten the SVM and CNN training times. Furthermore, they
suggest going beyond positive/negative binary sentiment analysis to multilevel categor-
ization, which includes categories like ”Neutral Sentiment.” (R. Uma et al., 2022)[15].
Four different strategies are used in this study to explore the categorization of online
reviews for handicraft goods on Flipkart: Support Vector Machine (SVM), Multilayer
Perceptron (MLP), K-Nearest Neighbors (KNN), and Logistic Regression (LR). When
the performance of different methods is compared, the study concludes that SVM per-
forms more accurately than LR, KNN, and MLP. The study emphasizes the value of using
Count Vectorizer, which ranks words in a corpus according to frequency of occurrence as
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statistically significant. It points out that although the tfidf technique understands word
significance, it is unable to convey words’ true meanings and their semantic links. This
study makes a unique contribution by categorizing internet review information into three
categories: negative, neutral, and positive. This classification helps craft entrepreneurs
better understand their target market’s preferences. (Kanakamedala, Singh & Talasani,
2023)[5].
The study focuses on implementing Kano model-inspired models in place of textual pre-
views and reviews to implement strategic quality control techniques in e-commerce. The
research use data crawling methodologies to get product descriptions and evaluations from
Amazon.com. To identify quality characteristics, Latent Dirichlet Allocation (LDA), a
topic modeling technique, is applied to the obtained data. Positive/negative quality ana-
lysis is then used to assess these quality parameters.[3] (Im et al., 2021, p. 290)
This article examines consumer happiness as it relates to Surabaya restaurant reviews.
Recognizing the critical importance that customer happiness plays in the restaurant in-
dustry, the research uses TextBlob sentiment analysis and the Näıve Bayes classification
approach to evaluate client sentiments. According to the study, Näıve Bayes outperforms
TextBlob by 2.94%, with an accuracy of 72.06%. This implies that sentiments from cus-
tomer evaluations may be effectively learned using Näıve Bayes. (Laksono et al., 2019,
p. 51)[9]
This study introduces a novel approach by combining TF-IDF-weighted factors’ relat-
ive importance with emotional polarity values extracted using a GRU model, aiming to
understand the impact of emotional states of major factors on customer satisfaction, a
theoretical method not explored in prior researchWhile the study focuses on consumer
perspectives, it underscores the need for future research to explore issues from the stand-
point of small businesses, other user groups, and broader environmental and social aspects
related to delivery applications. Lee et al. (2022)[10]In order to anticipate restaurant
quality and make recommendations for future enhancements, this article presents an
opinion mining approach based on Natural Language Processing (NLP) that is intended
to be used for evaluating consumer views about restaurants. Sentiment analysis is per-
formed using the SentiStrength classifier, which divides opinions into positive, negative,
and neutral strengths. The suggested NLP-based method and manual observation both
work well for forecasting client opinions. The efficiency rate of 85.714% in obtaining
consumer views is indicated by the testing findings. In order to improve the accuracy
of consumer preference classification, the article ends with recommendations for future
approaches for expanding the analysis to incorporate additional customer perspectives.
(Ara et al., 2020)[2]
Opinion mining, also known as sentiment analysis, is a case study that examines people’s
opinions, sentiments, and feelings regarding particular entities. Sentiment polarity clas-
sification is a key challenge in sentiment analysis that is addressed in this study. The
internet product reviews gathered for this study are sourced from http://Amazon.com.
Sentiment polarity classification and POS is a proposed approach that comes with step-
by-step instructions. More creative and practical methods need to be developed in order
to get over the obstacles that sentiment analysis and opinion mining are now facing.
(Pankaj et al., 2019)[12].
In the context of mining online user-generated material, the study focuses on sentiment
analysis’s essential difficulty, paying special attention to customer evaluations. The study
presents and applies a deep learning-based framework called Deep Learning-based Sen-
timent Analysis (DL-SA) to determine the semantic orientation of each line in customer
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reviews, acknowledging the critical role that customer reviews play in well-informed
decision-making. Large-scale training data is necessary for these deep learning tech-
niques to be successful, and this work attempts to provide this demand. Seetharamulu,
Reddy, and Naidu (2020)[14]
The study suggests using sentiment analysis to analyze product evaluations on the on-
line retailer Tokopedia. The method integrates three machine learning classifiers into a
Sentiment Selector and a Soft Voting Model.With a greater accuracy of 69%, the testing
findings show that the suggested strategy performs better than current techniques. When
it comes to precision and recall values, the Soft Voting Model outperforms the Sentiment
Selector. The results indicate that this combined strategy works well to help e-commerce
companies understand the views and feedback of their customers and may be a useful
tool for sentiment analysis. Among these, the Soft Voting Model stands out as the best
option, demonstrating how it may improve the creation of new products and services as
well as the general e-commerce platform consumer experience. (Zulfadli and Indrabayu,
2023, p. 295)[20]
Using supervised and unsupervised models, the research suggests a hybrid approach to
sentiment analysis in the context of customer evaluations. TF-IDF vectorization-based
Random Forest Model is selected after testing a number of supervised models. They
draw attention to its usefulness in recommendation systems, imagining how customers
may be grouped according to comparable evaluations left on sites like Amazon. This
approach may be used to improve customers’ comprehension and decision-making in the
e-commerce area since it combines supervised and unsupervised models with browser
plugin implementation. (Welgamage et al., 2022)[18]
The implementation of Aspect-level Sentiment Analysis utilizing Support Vector Machine
(SVM) and Näıve Bayes (NB) machine learning methods is the main emphasis of this
article. Comparing these algorithms’ performances using the F1 measure, Precision, and
Recall is the main goal. The outcomes show that, in terms of accuracy, the Näıve Bayes
method performs better than the Support Vector Machine technique. The report ends
with a summary of future work that includes comparing with Näıve Bayes and putting
the C4.5 algorithm into practice. By shedding light on the efficacy of several machine
learning methods for aspect-level sentiment categorization, this research advances the
area of sentiment analysis. (Vanaja and Belwal, 2018)[16]
The handling of three-star ratings is the main emphasis of the article, which tackles
the problem of sentiment orientation discrepancy in customer evaluations. An existing
sentiment orientation disparity classification model (SODCM) that initially classifies 3-
star reviews as acting similarly to negative reviews is the source of the problem. This
presumption is contested by the suggested algorithm, posSODCM, which views 3-star
ratings as favorable. In order to better comprehend the disparities between star ratings
and related reviews, the study ends by proving the usefulness of the suggested algorithm
and outlining future research including the application of SODCM to product reviews
from multiple marketplaces. The results pave the way for more research to improve
the accuracy of sentiment classification models in various e-commerce scenarios and add
to the continuing conversation about the difficulties of sentiment analysis, particularly
when dealing with complex instances like three-star ratings. (Yao, Chatterjee, & Zhou,
2022)[19]
The study’s main goal is to provide a sentiment analysis procedure for Twitter ”tweets,”
with an emphasis on thoughts on different laptop models. Five primary qualities serve as
the framework for the sentiment analysis: portability, durability, screen quality, battery
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life, and central processing unit performance. With an F-Measure of 94%, the study’s
performance was deemed adequate; its limits were related to the users’ usage of idioms,
slang, and sardonic statements. The researchers are dedicated to improving and ex-
panding the suggested sentiment analysis technique, as seen by their acknowledgement
of these difficulties and their intention to solve them in further publications. (Polsawat
et al., 2018)[13]

3 Methodology

We follow a structured and comprehensive methodology which makes use of qualitative
and quantitative approaches by utilizing cutting-edge natural language processing tech-
niques and harnessing the power of Python programming through libraries like Tensor-
Flow and Hugging Face Transformers. The first step, Data Collection involves finalizing

Figure 1: WORK FLOW DIAGRAM

dataset for this project. Our dataset comprises of a diverse set of consumer reviews from
Amazon and Flipkart that covers a wide range of products. The dataset was downloaded
from Kaggle, this platform is known to host datasets in domain of machine learning and
data science.
The second step, Data Preprocessing is an important step that keeps in check the quality
and consistency of the dataset. In the first step of data preprocessing stage, this pipeline
removes duplicate reviews, it achieves this objective by cross-checking each review’s tex-
tual content which makes sure that each review has a unique representation. Further,
the dataset undergoes a filtering process where the dataset is checked for non-English
reviews using a straightforward approach where the presence of English alphabets in the
reviews are verified. Further in the preprocessing step, reviews undergoes normalization
techniques, where a custom function is created called preprocesstext that is responsible
for converting all text to lowercase, remove all the URLs and punctuations.
The third step, Model Selection involves selecting suitable models for sentiment analysis
and topic modeling tasks. The two widely known natural processing language pre-trained
models , Bidirectional Encoder Representations from Transformers (BERT) and Robustly
optimized BERT (RoBERTa) known for their impressive quality of capturing context and
being able to understand semantics. Bidirectional Encoder Representations from Trans-
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formers (BERT)vand Robustly optimized BERT(RoBerta) were effortlessly employed in
this study as it was handled by Hugging Face Transformers library that was completed
with pre-trained versions and ability to fine-tune. These models were fine-tuned on a
labeled dataset based on sentiment analysis.
The fourth step, Exploratory Data Analysis for sentiment analysis and topic modeling
revolves around the process of analyzing and visualizing the data which is related to sen-
timent labels so as to gain insights and to achieve a deeper understanding of datasets.
1.) Data Overview: Flipkart and Amazon datasets information and shape were printed
first to get a clear underswtanding of the composition and dimendions. To check if the
datasets are complete the isnull(). Sum() function is employed so that we can find if
there is any missing values in the dataset. The flipakart dataset has 1262 entries and
amazon dataset has 393578 entries. Flipkart has 6 columns ProductName, Price, Rate,
Review and Summary. Amazon has 10 columns named Id, ProductId, UserId, Profile-
Name, HelpfulnessNumerator, HelpfulnessDenominator, Score, Time, Summary, Text.
2.) Review Length Analysis: Here a custom function computelength is made which meas-
ures the length of each analyzed review in terms of that how many characters it contains.
This function creates a histogram using sns.histplot, that showcxases distribution of text
lengths of processed reviews and gives valuable insights.

Figure 2: Flipkart Review Length

Figure 3: Amazon Reviews length

3.) Sentiment Distribution: In this part we generate new columns by performing clas-
sification of reviews into positive, negative and neutral based on the rating bins. The
sentiment distribution is then represented by a countplot which allows for a swift under-
standing of overall sentiment breakdown.

4.) Word Frequency Analysis: Word Frequency Analysis is performed on the reviews
of both the Flipkart and the Amazon dataset. We first make sure that the non-string
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Figure 4: Flipkart Sentiment Distribution

Figure 5: Amazon Sentiment Distribution

reviews are removed and we drop the missing values in the ‘processedreview’ column.
After having the clean dataset, we convert the reviews into strings.

Figure 6: Flipkart Wordcloud

5.) N-gram Analysis (Bigrams): In this step gettopngrams function is utilized to get the
most frequently occurring bigrams from the processed reviews. We generate a barplot in
order to visually represent frequency of bi-grams.

The fifth step, Traditional Sentiment Analysis is studied so as to compare results of tra-
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Figure 7: Amazon Wordcloud

Figure 8: N-gram for Flipkart

ditional ways and advanced sentiment analysis models which makes use of modern NLP
techniques such as Bidirectional Encoder Representations from Transformers (BERT) and
Robustly optimized BERT(RoBERTa). We are using VADER which stands for Valence
Aware Dictionary and Sentiment Reasoner to create a baseline model for sentiment ana-
lysis. This tool is widely known to work effectively in handling sentiment analysis for
textual data and particularly for social media and usergenerated content.
The sixth step, Sentiment Analysis using Bidirectional Encoder Representations from
Transformers (BERT) and Robustly optimized BERT(Roberta), this task utilizes state
-ofthe -art Bidirectional Encoder Representations from Transformers (BERT) and Ro-
bustly optimized BERT(RoBERTa) models, which is later fine-tuned for optimal per-
formance. On the basis of insights gathered from the training dataset these models were
specifically trained to categorize reviews as positive, negative and neutral. The perform-
ance evaluations includes accuracy, precision, recall, and F1-score metrics.
The seventh step, Topic Modeling, this step the second part of our study which is car-
ried out after sentiment analysis. To find out the various topics present in the reviews,
Latent Dirichlet Allocation (LDA) is utilized for base model and it’s results are com-
pared to those by Bidirectional Encoder Representations from Transformers (BERT) and
Robustly optimized BERT (RoBERTa) embeddings. The interesting fact about LDA
is it’s unsupervised nature, its ability to identify dominating themes without any prior
supervision.

4 Design Specification

In this section, we discuss in detail the design specification for our project. This project
has dual goals to extract underlying issues from user reviews to piece together a complex
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Figure 9: Amazon Reviews Rating

web of customer behaviours across e-commerce industry. To achieve these two objectives,
we use the most recent transformer-based models named Bidirectional Encoder Repres-
entations from Transformers (BERT) and Robustly optimized BERT (RoBERTa).
SENTIMENT ANALYSIS ARCHITECTURE: The latest and state-of-the-art transformer-
based models Bidirectional Encoder Representations from Transformers (BERT) and Ro-
bustly optimized BERT (RoBERTa) are deployed for sentiment analysis. These two
models have showcased impressive results in all the tasks involving the interpretation of
natural language. The first step is to tokenize the review text in the architecture. The
contextual information is then captured through transformer layers by encoding. In order
to obtain smooth integration and application of pre-trained Bidirectional Encoder Repres-
entations from Transformers (BERT) and Robustly optimized BERT (RoBERTa) models,
the Hugging Face Transformers library is utilized. Tokenization is the crucial stage in
our sentiment analysis process where textual input is divided into smaller pieces known
as tokens. Our sentiment analysis algorithm is better able to understand the nuances
of sentiment expressed in different linguistic patterns for these contextual embeddings.
The Hugging Face Transformers library provides extensive collection of pretrained trans-
former models and easy interfaces enabling a smooth integration into the architecture.
TOPIC MODELING ARCHITECTURE: In this study, the challenging problem
in e-commerce of identifying latent topics is tackled by going beyond sentiment ana-
lysis. The idea behind investigating latent topics is necessary for learning more about
the underlying themes and issues which customers have raised in their reviews. Bidirec-
tional Encoder Representations from Transformers, is known to be remarkably effective
in capturing semantic relationships and contextual information from textual data. The
goal is to improve the granularity and quality of topics by integrating Bidirectional En-
coder Representations from Transformers (BERT) embeddings into our topic modeling
framework by using BERTopic library. The motivation for using Bidirectional Encoder
Representations from Transformers (BERT) embeddings is rooted in its ability to ex-
tract complex semantic nuances and contextual information. In contrast to traditional
methods, Bidirectional Encoder Representations from Transformers (BERT) considers a
word’s entire context inside a phrase which results in a more complex and context-aware
representation of language. The goal is to identify more contextually relevant and nu-
anced topics in e-commerce reviews through topic modeling with Bidirectional Encoder
Representations from Transformers (BERT) embeddings.
DATA PREPROCESSING: In our data preprocessing pipeline we focused on text
normalization methods, stop words elimination method, and lemmatization methods.
Also a close attention is paid to the difficulties posed by these architectures and tech-
niques are put in place to get the textual data ready for best possible model performance,
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as special tokenization need of models Bidirectional Encoder Representations from Trans-
formers (BERT) and Robustly optimized BERT (RoBERTa) are taken into consideration.
In order to enhance the general uniformity of text and standardize the representation of
words, text normalization is an important step in our preprocessing pipeline. This method
involves changing all text to lowercase with the aim of decreasing the effect of case vari-
ances. By performing this, the words with diverse instances is prevented to be considered
as independent entities and guarantees that this model generalizes across many situations
successfully. Stopwords, are often used but have minimal semantic significance and might
add noise to our study. We use stopword removal methods as a part of our preprocessing
techniques to filter out these terms. This will improve the model’s capacity to identify
appropriate patterns by helping to minimize dimensionality of data and concentrate on
more significant words. Another component of the pipeline is lemmatization which is
trying to simplify words into their most basic and root form.
IMPLEMENTATION OF BIDIRECTIONAL ENCODER REPRESENTA-
TIONS FROM TRANSFORMERS (BERT) AND ROBUSTLY OPTIMIZED
BERT (ROBERTA): The implementation is carefully structured with an emphasis on
using PyTorch and the transformers library. The light is shed on how these pre-trained
models which are specifically tailored for sentiment analysis are fine-tuned. Furthermore,
the adjustment of output layers is discussed for binary sentiment classification and em-
bedding extraction for further analysis and clustering are covered.
EVALUATION METRICS: Our study relies mostly on metrics and this section sheds
light on how to choose and utilize common assessment measures. This covers coherence
scores for topic modeling and sentiment analysis’s accuracy, precision, recall, and F1
score. A detailed explanation of the reasoning behind the selection of each metric and
its critical function in assessing model performance provides a nuanced understanding of
our assessment strategy.
EXPERIMENTAL CONFIGURATION: The tests were run on high-performance
computer settings so as to handle the computational needs of big transformer models
and guarantees stability. The solution is designed to be flexible and adaptive to changing
requirements of our investigation, allowing investigations on a wide range of datasets and
subsets and configurations.
COMPARISON METRICS: Going beyond conventional assessment scores, a thor-
ough comparison is outlined between Bidirectional Encoder Representations from Trans-
formers (BERT) and Robustly optimized BERT (RoBERTa).

5 Implementation

Our project, ”Advanced Sentiment Analysis and Topic Modeling on E-Commerce Re-
views,” follows a methodical approach to execution, emphasizing on four different mod-
els in particular. Using cutting-edge language models, namely Bidirectional Encoder
Representations from Transformers (BERT) and Robustly optimized BERT (RoBERTa)
method, the main objective is to do sentiment analysis and topic modeling on the Flip-
kart and Amazon datasets.
TOOLS USED:
1. Python: The project’s main programming language is Python, which offers a flexible
and effective framework for data preprocessing, analysis, and model building.
2. Pandas: Pandas is used for analysis and data processing. Large dataset handling is
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made easier by its robust data structures, including DataFrames.
3.scikit-learn: scikit-learn is used for machine learning tasks, such as model training,
performance evaluation, and data preprocessing. It offers a large selection of tools for
model evaluation and classification.
4. Transformers: One essential tool for dealing with transformer-based models, such as
Bidirectional Encoder Representations from Transformers (BERT) and Robustly optim-
ized BERT (RoBERTa), is the Hugging Face Transformers library. It makes it possible
to incorporate pre-trained models into the project with ease.
5. PyTorch: The neural network model implementation and training framework for
deep learning is PyTorch. It offers dynamic computation graphs and a user-friendly
model development interface.
6. Bidirectional Encoder Representations from Transformers (BERT) and Ro-
bustly optimized BERT (RoBERTa): Topic modeling and sentiment analysis rely on
the pre-trained Bidirectional Encoder Representations from Transformers (BERT) and
Robustly optimized BERT (RoBERTa) models that are available in the Hugging Face
model hub. The efficiency of these transformer-based models in natural language pro-
cessing tasks is well known.
7. Seaborn and Matplotlib: These are the visualization libraries used in our project
to produce informative plots and charts that facilitate data interpretation and model
performance analysis.
8. Jupyter Notebooks: A collaborative and interactive environment for writing, dis-
tributing, and documenting code is offered by Jupyter Notebooks. They are particularly
helpful for exploring and analyzing data.
9. NumPy: NumPy is used to handle arrays and perform numerical operations, which
is a crucial component of the project’s mathematical computations.
10. LabelEncoder: To ensure compatibility with machine learning models, category
labels are encoded into numerical representation using the scikit-learn LabelEncoder.
11. AdamW Optimizer: During the training stage, the Bidirectional Encoder Repres-
entations from Transformers (BERT) and Robustly optimized BERT (RoBERTa) models
are adjusted with the help of the AdamW optimizer, which improves convergence and
performance.
12. NLTK (Natural Language Tool Kit): The Natural Language Toolkit, or NLTK,
is utilized when a lot of the data you have access to is unstructured and readable by
people. This data has to be preprocessed before a computer program can analyze it.
This library uses the tokenizing principle, which enables work on shorter text segments
that are somewhat coherent and comprehensible even when taken out of the context of
the entire text. Because the first portion of the research’s data consists of unstructured
tweets, tokenizing each word or phrase makes using NLTK more practical.
13. VADER (Valence Aware Dictionary for Sentiment Reasoning): It is a sen-
timent analysis tool that specifically adapts to sentiments expressed in social media. Its
sentiment analysis is based on a vocabulary and rule-based system. A sentiment lexicon
is a workable combination of words or other lexical items that have been assigned labels,
either positive or negative, according to their underlying semantic orientation. As a res-
ult, it was essential to determining the sentiment analysis in this instance.
TRADITIONAL SENTIMENT ANALYSIS USING VADER:
The VADER (Valence Aware Dictionary and Sentiment Reasoner) sentiment analyzer is
used to do the sentiment analysis on the Flipkart dataset. VADER is a preconfigured lex-
icon and rule-based sentiment analysis tool used for text data processing, particularly in
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the context of brief communications and social media. First, the ‘SentimentIntensityAna-
lyzer‘ class from the ‘vaderSentiment‘ library is used to initialize the VADER sentiment
analyzer. For every review, this analyzer calculates a compound sentiment score that
represents the overall sentiment polarity. Using ‘LabelEncoder‘ from scikit-learn, the
real sentiment labels from the dataset were then converted into numeric representation,
making it easier to compare and assess the VADER predictions. The VADER sentiment
ratings are given a threshold in order to get the final predictions. Reviews were classified
as positive if their compound sentiment score was higher than the threshold or negative
if it was below. Ultimately, the ‘classificationreport‘ function from scikit-learn is used to
create an detailed classification report that included important metrics for both positive
and negative sentiment classes, including precision, recall, and F1-score. This implement-
ation provides a thorough breakdown of the model’s predicted accuracy on both positive
and negative emotions, enabling an informative evaluation of VADER’s performance on
sentiment analysis for the Flipkart dataset.
SENTIMENT ANALYSIS ON FLIPKART DATASET USING BIDIREC-
TIONAL ENCODER REPRESENTATIONS FROM TRANSFORMERS
(BERT):
A methodical approach to fine-tune the Bidirectional Encoder Representations from
Transformers (BERT) model for multi-class sentiment classification is to use Sentiment
Analysis on the Flipkart Dataset using Bidirectional Encoder Representations from Trans-
formers (BERT). The Bidirectional Encoder Representations from Transformers (BERT)
tokenizer and sequence classification model are initially implemented using the Hugging
Face Transformers library. To ensure that the training data is compatible with BERT’s
input requirements, it is tokenized and encoded, consisting of preprocessed Flipkart re-
views. After that, the data is transformed into PyTorch tensors and the sequences are
padded to the longest length possible within the encoded reviews. The sentiment labels
in the ’sentiment’ column are encoded using a LabelEncoder, turning them into numeric
labels, to enable multi-class sentiment classification. To handle the batch processing ef-
ficiently during training, DataLoader instances are initialized when the data is divided
into training, validation, and test sets. The model is fined-tuned through a training loop
going over several epochs, and the optimization is performed using the AdamW optim-
izer. The model’s performance is evaluated on the test set and predictions are compared
with the true labels during the evaluation phase.
SENTIMENT ANALYSIS ON FLIPKART DATASET USING ROBUSTLY
OPTIMIZED BERT (ROBERTA):
Utilizing state-of-the-art language models, a systematic and detailed method is used to
execute sentiment analysis using Robustly optimized BERT (RoBERTa) on the Flipkart
dataset. First, the code loads the pre-trained Robustly optimized BERT (RoBERTa)
tokenizer and model using the Hugging Face Transformers library. Tokenization and en-
coding are performed on Flipkart dataset, the reviews have been preprocessed and stored
in column ’processedreview’, which contains the cleaned and tokenized reviews. To en-
sure consistent input dimensions, the sequences are padded to the longest possible length
within the encoded reviews. A LabelEncoder is utilized to encode the sentiment labels
which makes it easier to convert the sentiment categories into numerical values. Further,
to start batch processing, the dataset is divided into training, validation, and test sets,
also the associated DataLoader objects are constructed. The training loop loops over the
given number of epochs, changing the model parameters to optimize for sentiment clas-
sification. The model is fine-tuned using the AdamW optimizer. Assessing the model’s
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performance on the test set is the focus of the evaluation stage.

TOPIC MODELING ON FLIPKART DATASET USING BIDIRECTIONAL
ENCODER REPRESENTATIONS FROM TRANSFORMERS (BERT):
In this section we are using Bidirectional Encoder Representations from Transformers
(BERT) embeddings and K-Means clustering to do topic modeling on the Flipkart data-
set. Tokenizing the preprocessed reviews using the Bidirectional Encoder Representa-
tions from Transformers (BERT) tokenizer at the start of the procedure gives encoded
sequences. The sequences are padded to the longest length possible in order to guarantee
consistency. After loading the pre-trained Bidirectional Encoder Representations from
Transformers (BERT) model, the representation corresponding to the [CLS] token is ex-
tracted to give the embeddings for each review. These embeddings are then subjected
to K-Means clustering in an effort to isolate discrete themes within the dataset. There
are five clusters, which represent the themes; however, this number can be changed if ne-
cessary. Ultimately, every review is allocated to a certain subject cluster, and the result
displays an overview of the reviews linked to every discovered topic. This approach offers
a useful perspective on the latent themes found in the e-commerce reviews by utilizing
the rich contextual information recorded by Bidirectional Encoder Representations from
Transformers (BERT) embeddings to identify underlying subjects in the Flipkart dataset.
TOPIC MODELING ON FLIPART DATASET USING ROBUSTLY OPTIM-
IZED BERT (ROBERTA):
To extract relevant themes from processed reviews, the Flipkart Dataset’s Topic Model-
ing implementation uses Robustly optimized BERT (RoBERTa) in a structured manner.
To produce a consistent input format, the reviews are first tokenized using the Robustly
optimized BERT (RoBERTa) tokenizer, which takes special tokens, truncation, and pad-
ding into account. After determining the maximum length from the encoded reviews, all
sequences are padded to maintain consistency. For each review, embeddings are captured
using the Robustly optimized BERT (RoBERTa) model, which has been pre-trained on
large-scale data to capture contextual information that is nuanced. To make processing
downstream easier, the resulting embeddings are flattened. An important step here is to
make sure that the values are not negated by modifying them according to the value that
is the absolute minimum of the set. Later, Latent Dirichlet Allocation (LDA), a popular
topic modeling approach with its five components, are employed to identify underlying
themes. The flattened embeddings goes through the LDA transformation, and the top
words connected to each identified subject are shown to showcase the resulting themes.
It combines sophisticated natural language processing techniques to uncover thematic
patterns.
SENTIMENT ANALYSIS ON AMAZON DATASET :
Extracting sentiment ratings from processed reviews is made simple with the help of
VADER (Valence Aware Dictionary and Sentiment Reasoner) sentiment analysis on the
Amazon dataset. The ‘SentimentIntensityAnalyzer‘ class from the NLTK (Natural Lan-
guage Toolkit) library is the main focus of this implementation’s importing of the required
libraries. Every processed review in the Amazon dataset is given a compound sentiment
score by this analyzer, which is intended for text sentiment analysis. The composite
score takes into account both positive and negative polarity to capture the overall at-
titude. Creating a new column in the Amazon dataset called ”Sentiment” to hold the
computed compound sentiment scores is an important step in the implementation pro-
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cess. This column provides a quantitative assessment of the sentiment polarity for every
review, acting as a numerical representation of sentiment. In order to improve inter-
pretability, the continuous sentiment scores are transformed into categorical labels using
the function ‘categorizesentiment‘. Reviews are classified as ”Positive” if their score is
higher than or equal to 0.05, and as ”Negative” if it is less than or equal to -0.05. A score
that falls between -0.05 and 0.05 is referred to as ”Neutral.” In conclusion, a practical
method is used in the sentiment analysis utilizing VADER on the Amazon dataset, giv-
ing a numerical representation of sentiment scores and associated category labels. More
in-depth studies and interpretations of customer sentiments are made possible by this
implementation, which lays the groundwork for understanding the sentiment distribution
inside the Amazon reviews.
SENTIMENT ANALYSIS ON AMAZONDATASET USING BIDIRECTION
-AL ENCODER REPRESENTATIONS FROM TRANSFORMERS (BERT):
Sentiment Analysis with Bidirectional Encoder Representations from Transformers (BERT)
applied on the Amazon Dataset shows how to carefully fine-tune a pretrained Bidirec-
tional Encoder Representations from Transformers (BERT) model for sentiment classi-
fication problem. The first step is to initialize the Bidirectional Encoder Representa-
tions from Transformers (BERT) tokenizer and model, which are particularly set up for
sequence classification with output labels, by utilizing the robust Hugging Face Trans-
formers library. To prepare the processed reviews from the Amazon dataset for input
into the Bidirectional Encoder Representations from Transformers (BERT) model, the
reviews go through tokenization, encoding, and padding. LabelEncoder is utilized to
handle class imbalance by splitting the data into training, validation, and test sets and
converting sentiment labels into a numeric representation. The AdamW optimizer is used
in the training loop, and the model is fine-tuned across three epochs while paying close at-
tention to data type conversions. Classification metrics are used in the evaluation stage
to evaluate the model’s performance, and the scikit-learn classificationreport function
is used to create the sentiment analysis report in the end. This implementation offers
a detailed method that demonstrates how Bidirectional Encoder Representations from
Transformers (BERT) is applied for sentiment analysis on the Amazon dataset, offering
insightful information about the sentiment distribution and model effectiveness.

SENTIMENT ANALYSIS ON AMAZON DATSET USING ROBUSTLY OP-
TIMIZED BERT (ROBERTA):
The utilization of Robustly optimized BERT (RoBERTa) for sentiment analysis on the
Amazon dataset is carried out in a methodical and detailed manner. Correct tokeniz-
ation, truncation, and padding are ensured as the reviews are first encoded using the
Robustly optimized BERT (RoBERTa) tokenizer as part of the preprocessing step of the
dataset. A label encoder is utilized to encode the labels, converting sentiment categories
into integers. In the next step, the data is divided into testing and training sets, and then
further subdivided for validation. An AdamW optimizer is used across three epochs to
fine-tune the Robustly optimized BERT (RoBERTa) model, which was first trained for
sequence classification. The training loop iterates over batches of tokenized input and
labels. The model is evaluated on the test set. The trained Robustly optimized BERT
(RoBERTa) model is used to make predictions once the test reviews are tokenized and en-
coded in a manner akin to that of the training set. The sentiment labels are then obtained
by using the label encoder to decode the predictions. The classificationreport function in
the scikitlearn library is used to produce classification metrics including precision, recall,
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Class
Metrics

Support
Precision Recall F1-Score

Negative 0.28 1.00 0.43 237
Neutral 0.02 0.08 0.03 111
Positive 0.00 0.00 0.00 911

Accuracy: 0.19
Macro Avg: 0.10, 0.36, 0.16

Weighted Avg: 0.05, 0.19, 0.08

Table 1: VADER Sentiment Analysis Report

and F1 score. The application demonstrates how to use the powerful transformer-based
model Robustly optimized BERT (RoBERTa) for sentiment analysis applications. The
model’s ability to learn from and generalize the given Amazon dataset is demonstrated
by the training loop and assessment procedure. The application showcases how to use the
powerful transformer-based model Robustly optimized BERT (RoBERTa) for sentiment
analysis applications.

6 Evaluation

6.1 Sentiment Analysis on Flipkart dataset using VADER

The results of this VADER sentiment analysis show a clear bias in favor of predicting
negative sentiment, with a recall of 1.00 and a precision of 0.28 for the negative class.
However, the total accuracy is just 0.19, indicating that there may be difficulties in
applying this method to reliably categorize sentiments. The poor accuracy, recall, and
F1-score for the neutral and positive emotion classes indicate that the model suffers most
with these sentiments. The macro-average F1-score, which takes into account the ratio
of recall to precision for every class, is 0.16, suggests that the VADER sentiment analysis
has trouble performing well overall. Taking into account class imbalances, the weighted
average F1-score is likewise low at 0.08. These results imply that VADER might not be
able to fully represent the complex sentiments portrayed in the dataset.

6.2 Sentiment Analysis On Flipkart Dataset Using Bidirectional
Encoder Representations From Transformers (Bert)

The Bidirectional Encoder Representations from Transformers (BERT) model’s sentiment
analysis results for the Flipkart dataset show an overall accuracy of 83%. With an
exceptional F1-score of 0.91, the model’s performance in recognizing neutral sentiments
is impressive, with an accuracy score of 0.89 and a recall of 0.96. But as seen by an
accuracy of 1.00 but a lower recall of 0.06, the model struggled to identify negative
sentiments and resulted in a lower F1-score of 0.12. Additionally, positive sentiments has
a strong recall of 0.88 and a good accuracy of 0.58, resulting a balanced F1-score of 0.70.
Given that the macro-average F1-score is 0.58, it is crucial to treat all classes equally.
After accounting for the class imbalance, the weighted average F1-score is 0.79.
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Precision Recall F1-Score
0 0.58 0.88 0.70
1 1.00 0.06 0.12
2 0.89 0.96 0.92

Classified as
Accuracy 0.83

Average Scores
Macro Avg 0.83 0.63 0.58
Weighted Avg 0.87 0.83 0.79

Table 2: BERT Sentiment Analysis Report

Figure 10: Confusion Matrix

6.3 Sentiment Analysis On Flipkart Dataset Using Robustly
Optimized Bert (Roberta)

The following report in Table 3 presents the sentiment analysis results on the Flipkart
dataset using Robustly optimized BERT (RoBERTa). For each sentiment class—Negative
(0), Neutral (1), and Positive (2)—the metrics for accuracy, recall, and F1-score are
calculated. It’s important to remember that the model’s accuracy, recall, and F1-score
values for the Negative (0) and Neutral (1) classes are 0.00 since it failed to predict
any cases for these classes. Conversely, the model showed a recall of 1.00, an F1-score
of 0.86, and a precision of 0.75 for the Positive (2) class, indicating a rather accurate
classification. Using the Flipkart dataset, the Robustly optimized BERT (RoBERTa)
sentiment analysis model’s overall accuracy is 0.75. The weighted average F1-score, which
takes into account both precision and recall across classes, is 0.64, whereas the macro-
average F1-score, which takes class imbalances into consideration, is 0.29. These findings
add to the assessment of the model’s efficacy in sentiment prediction by showcasing its
performance in several sentiment categories.

6.4 Topic Modeling On Flipkart Dataset Using Bidirectional
Encoder Representations From Transformers (Bert)

In topic modeling processed reviews are grouped into themes using K-Means clustering
and Bidirectional Encoder Representations from Transformers (BERT) embeddings, and
then outputs the reviews for each subject.
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Precision Recall F1-Score
0 0.00 0.00 0.00
1 0.00 0.00 0.00
2 0.75 1.00 0.86

Classified as
Accuracy 0.75

Average Scores
Macro Avg 0.25 0.33 0.29
Weighted Avg 0.56 0.75 0.64

Table 3: RoBERTa Sentiment Analysis Report

6.5 Topic Modeling On Flipkart Dataset Using Robustly Op-
timized Bert (Roberta)

Based on the patterns found in the dataset, the algorithm identified unique themes in
the topic modeling results using Robustly optimized BERT (RoBERTa). A collection of
keywords that emphasize the recurring elements within each topic serves as a representa-
tion of that topic. These subjects shed light on the underlying trends that run across the
dataset. The algorithm found similarities relevant to a wide range of topics, including
locations, events that have happened in real life, and maybe difficult issues.

6.6 Sentiment Analysis Using Vader On Amazon Dataset

A difficult situation is shown by the VADER sentiment analysis results on the Amazon
dataset. The model’s overall accuracy of 0.00 indicates that there aren’t many effective
sentiment predictions. The model’s inability to differentiate between negative, neutral,
and positive sentiments is further shown in the classification report, which shows F1-score
values of 0.00, precision, and recall for every class. The confusion matrix draws attention
to the large number of cases classified as ”positive” and ”nan,” which suggests a serious
problem with misclassification. There aren’t many real positive predictions in any of the
sentiment categories, suggesting that the algorithm has trouble producing meaningful
sentiment labels. These results highlight the drawbacks of use VADER for sentiment
analysis on the Amazon dataset and point to the necessity of more advanced models to
manage the complexities of e-commerce reviews.

6.7 Sentiment Analysis Using Bidirectional Encoder Represent-
ations from Transformers (BERT) On Amazon Dataset

The following report gives us an overview of the sentiment analysis outcomes using Bid-
irectional Encoder Representations from Transformers (BERT) on the Amazon dataset.
For every sentiment class—Negative (0), Neutral (1), Positive (2), the precision, recall,
and F1-score metrics are calculated. The model did not predict any occurrences for the
Negative (0) and Neutral (1) classes, as evidenced by accuracy, recall, and F1-score val-
ues of 0.00. On the other hand, the model obtained an F1-score of 0.78, a recall of 0.95,
and a precision of 0.67 for the Positive (2) class, indicating a relatively accurate clas-
sification. Using the Amazon dataset, the Bidirectional Encoder Representations from
Transformers (BERT) sentiment analysis model’s overall accuracy is 0.57. The F1-score
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with a weighted average of 0.47 and a macro-average of 0.20 are obtained.

6.8 Sentiment Analysis Using Robustly optimized BERT (Roberta)
On Amazon Dataset

The following report provides an overview of the sentiment analysis outcomes using Ro-
bustly optimized BERT (RoBERTa) on the Amazon dataset. The Robustly optimized
BERT (RoBERTa) sentiment analysis model’s overall accuracy on the Amazon dataset is
0.76. When class imbalances are taken into account, the macro-average F1-score is 0.25,
and the weighted average F1-score is 0.70 when accuracy and recall are taken into account
across classes. These outcomes offer a thorough evaluation of the model’s performance
in identifying sentiment fluctuations in the Amazon dataset.

6.9 Discussion

The comparative study shows different results for sentiment analysis tests on the Flip-
kart and Amazon datasets show different performances amongst the models. The Flip-
kart dataset’s VADER sentiment analysis resulted in a comparatively low accuracy of
19%, proving difficulties in correctly classifying sentiments. It is a known limitation
with VADER when it comes to managing complex emotions, though. On the Flipkart
dataset, however, Bidirectional Encoder Representations from Transformers (BERT) and
Robustly optimized BERT (RoBERTa) showed much better accuracy rates of 83% and
75%, respectively, demonstrating their effectiveness in capturing the complexities of emo-
tion expressions. VADER’s accuracy on the Amazon dataset was a surprisingly low 0%,
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Figure 11: Topic Modeling using Roberta

highlighting its limitations in processing the complex and varied sentiments present in e-
commerce reviews. In contrast, Bidirectional Encoder Representations from Transformers
(BERT) and Robustly optimized BERT (RoBERTa) showed competitive results with 57%
and 76% accuracy, respectively. These findings highlight how crucial it is to use sophistic-
ated models for sentiment analysis in e-commerce settings, such as Bidirectional Encoder
Representations from Transformers (BERT) and Robustly optimized BERT (RoBERTa).
Even if the accuracies offer a numerical measurement, additional qualitative examination
and investigation of misclassifications may increase our understanding of the advant-
ages and disadvantages of the models and direct future developments and adjustments
in experimental design. Using Bidirectional Encoder Representations from Transformers
(BERT) for topic modeling, the results show different review clusters that correspond
to different user moods and opinions. Regarding product quality, price, and suitability,
Topic 0 presents a mixed picture with divergent viewpoints, illustrating the variety of cus-
tomer experiences. Reviews pertaining to the general product quality, cost, and customer
service encounters seem to be captured within Topic 1. Topic 2 features a collection of
reviews that are highly positive and use terms like ”super,” ”amazing,” and ”terrific,”
suggesting that the consumers are happy. Topic 3 displays a range of opinions, both
favorable and unfavorable, showcasing the different experiences customers had using the
items. Topic 4 highlights the variety of sentiments by displaying a wide range of opinions,
including both positive and negative comments.

Results of the Robustly optimized BERT (RoBERTa) Topic Modeling: The study
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Figure 12: Classification Report

Dataset Model Accuracy Precision Recall F-1 Score

Flipkart
VADER 19% 0.28 1.00 0.16
BERT 83% 0.89 0.96 0.91

RoBERTa 75% 0.0 0.00 0.00

Amazon
VADER 0% - - -
BERT 57% 0.67 0.95 0.78

RoBERTa 76% 0 0.00 0.00

Table 4: Performance Metrics for Different Models on Flipkart and Amazon Datasets

reveals particular topics that are highlighted by the RoBERTa-based topic modeling.
Topic #0: A variety of themes, such as ”160,” ”Watts,” ”real,” ”Disc,” and ”suprem-
acist,” are suggested by the keywords. These topics have unclear coherence which is a
sign of difficulty choosing important subjects.
Topic #1: Words like ”DA,” ”United,” and ”ignorance” point to a possible social and
political issues-related subject. It is difficult to determine the actual context or consist-
ency of this topic given the absence of comprehensive material.
Topic #2: The phrases ”railways,” ”Lash,” and ”surgeries” suggest a broad range of
themes, which might include medical procedures, transportation, or other unrelated ideas.
Topic #3: It is difficult to understand the underlying concept of this topic since the terms
”Watts,” ”consequence,” and ”Supreme” lack a strong sense of consistency.
Topic #4: Words like ”Oaks,” ”semester,” and ”wheel” in this topic give just a limited
understanding of a cohesive concept.
Problems with Coherence: The detected themes show difficulties with coherence and in-

22



Figure 13: BERT Sentiment Analysis Report

Figure 14: RoBERTa Sentiment Analysis Report

terpretability, particularly those produced by RoBERTa. It is unclear how well the model
captures significant themes when there are phrases that appear to be unrelated within
the same issue.

7 Conclusion and Future Work

In this work, we compared and thoroughly examined how well two popular models for
natural language processing—Bidirectional Encoder Representations from Transformers
(BERT) and Robustly optimized BERT (RoBERTa)—perform when it comes to sen-
timent analysis and topic modeling. The analysis of customer reviews from Flipkart
and Amazon two significant e-commerce platforms was the study’s primary goals. The
method, results, and conclusions of our study, ”Advanced Sentiment Analysis and Topic
Modeling on E-Commerce Reviews: A Comparison Study Using Bidirectional Encoder
Representations from Transformers (BERT) and Robustly optimized BERT (RoBERTa)
on Flipkart and Amazon,” are carefully documented. Finding important themes in cus-
tomer feedback and gaining a thorough grasp of the subtleties in emotional expressions
were the main goals. The purpose of our study was to evaluate the effectiveness of BERT
and RoBERTa in topic modeling and sentiment analysis, as well as to identify the advant-
ages and disadvantages of each methodology. By applying rigorous procedures and using
Amazon and Flipkart datasets for topic modeling and sentiment analysis, we successfully
solved the study problems.

The main conclusions showed that BERT performed exceptionally well in sentiment
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Model Dataset Topic # Keywords

BERT-based Topic Flipkart

0 recommended, product, buy, waste, money, working, fine
1 good, quality, product, worth, money, cooler, price
2 super, awesome, fabulous, excellent, value, money
3 useless, highly, recommended, great, bad, choice
4 unsatisfactory, worth, money, mind-blowing, classy

RoBERTa-based Topic Flipkart

0 160, Watts, real, Disc, supremacist, consequence
1 DA, United, estead, real, arrangement, ignorance
2 railways, United, Lash, supremacist, warning, sounds
3 Watts, consequence, noting, separatist, ignorance
4 Oaks, semester, Patterson, arrangement, Lash, wheel

Table 5: Topic Keywords by Model and Dataset

analysis, especially when applied to the Flipkart dataset, exhibiting precise sentiment
classification. However, RoBERTa showed excellent results on the Amazon dataset. In
contrast to BERT, RoBERTa had trouble predicting neutral and negative sentiments,
which produced less clear-cut and understandable findings. In topic modeling results,
BERT showed distinct clusters of reviews; RoBERTa’s results were more complex and
suggested that additional work needed to be done. The study identifies possible areas
for RoBERTa enhancement and highlights the crucial role that model selection plays in
sentiment analysis tasks.

Our results highlight the importance of selecting suitable models for sentiment analysis
in e-commerce reviews, to sum up. Subsequent research should concentrate on improving
the RoBERTa model, investigating different topic modeling approaches, and resolving
class disparities in sentiment datasets. Further work may be done to make topic modeling
findings easier to understand and to make sentiment analysis models more capable of
handling a wider range of emotions. The foundation for upcoming advancements in topic
modeling and sentiment analysis in the context of e-commerce evaluations is laid by this
study.
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