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1 Introduction

The code used to implement the project ”Building a question-answering system to extract
information from PDF files using BERT transformers” is described in detail in this file,
along with the hardware and software requirements.

2 System configuration

Your second section. Change the header and label to something appropriate.

2.1 Hardware

• Processor: AMD Ryzen 5 5500U with Radeon Graphics 2.10 GHz

• 16.0 GB (15.3 GB usable) ,12.7 GB System RAM on Google Colab

• System type: 64-bit operating system, x64-based processor

• Hard Disk Storage: 100GB (Google Drive Storage)

2.2 Software

• Google Colab), Overleaf, Microsoft Excel, Google Scholar

• Browser Engine: Google Chrome/ Microsoft edge.

• Email: Gmail login to access Google Colab .

3 Project Development

3.1 Project management tool

• Google Drive with 100 GB of storage was used for creating a project environment.
Domain-specific PDFs used for analysis were stored in separate folders.

• All notebooks were mounted on Google Drive and saved in the Colab Notebooks
folder.
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3.2 Installed libraries

Libraries required for implementing question-answering systems were installed at the
beginning of each notebook. There are a total of six Colab notebooks. Some of the
libraries installed were: transformers, Scikit Learn, PyPDF2, genism, pdf Plumber Devlin
et al. (2018) Pearce et al. (2021)

Figure 1: Libraries installed in Financial Notebook

4 Design Flow

Perform design guidelines mentioned below such as 1) Data understanding 2) data pre-
processing 3) Logic implementation for building question-answering system 4) Evaluation
of system on Financial, Biomedical, and scientific PDF Dataset Alsentzer et al. (2019)
Beltagy et al. (2019)

Figure 2: Design flow of building QA system on PDFs

5 Data Collection

PDFs for Financial and Biomedical domains were downloaded from the following sources
respectively.

• Amazon’s annual reports: Amazon.com Announces Third Quarter Results
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• covid Research paper- Biomedical Research COVID-19 Impact Assessment

• For the scientific literature domain research papers used for the literature review of
this research were analyzed. Papers were downloaded from Google Scholar.Google
Scholar Search

6 Data Pre-processing

This step involves PDF text extraction, text cleaning, tokenization, and segmentation.

Figure 3: PDF text Extraction

Figure 4: Sentence Tokenization

Figure 5: Sentence cleaning

7 Model Implementation Logic

The stepwise model implementation is given below:
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7.1 with pipeline library

Implementation of a QA system with a Pipeline library using a pre-trained BERT base
and BERT large

Figure 6: Implementation of a QA system with a Pipeline

Figure 7: Outputs produced with pipeline library

7.2 with pre-trained BERT function

Implementation of a QA system with a Pipeline library using a pre-trained BERT base
and BERT large

Figure 8: Implementation of a QA system with a BERT large

7.3 With curated Financial dataset

The modified answer question function is called with the curated dataset to evaluate the
F1 score. Refer manual dataset creation step to generate the Financial dataset question-
answer pairs.
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Figure 9: set of of question-answer pairs

Figure 10: Outputs for set of question-answer pairs

Figure 11: Implementation of QA with curated datset
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8 Curated dataset creation

Datasets are created manually for each domain by running the dataset creation notebook.

Figure 12: Financial dataset creation

Figure 13: Biological dataset creation

Figure 14: Scientific dataset creation
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9 Model Fine tuning

This step implements fine-tuning of DistillBERT on the SQAuD dataset where hyper-
parameters are set and the model is trained with trainer class. This tuned model is
evaluated with a Financial dataset

Figure 15: fine tuning with SQAud dataset

Figure 16: Hyperparameter tuning

Figure 17: Fine-tuning of DistilBERT calling trainer class
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Figure 18: Evaluating financial dataset on fine-tuned model

10 QA system implementation for BioMedical data-

set

The BioMedical dataset was implemented using pre-trained bioBERT

Figure 19: QA system with BioClinical BERT for biomedical dataset

Figure 20: Predicted answers for Bioclinical BERT
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11 QA system implementation for Scientific dataset

The Scientific dataset was implemented using pre-trained sciBERT

Figure 21: QA system with Scientific BERT for Scientific dataset

Figure 22: Predicted answers for Scientific BERT

12 Cross domain Evaluation

Biomedical and scientific datasets were evaluated on the BERT large model to check the
QA system’s generalizability.
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Figure 23: Cross-domain analysis of BiobERT on BERT large

Figure 24: predicted answers for Cross-domain analysis of BiobERT on BERT large

Figure 25: Cross-domain analysis of sciBERT on BERT large
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Figure 26: predicted answers for Cross-domain analysis of sciBERT on BERT large
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