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1 Introduction

This document outlines the detailed instructions about how the research was conducted,
and on what system under and what environment. This manual also discusses the system
configuration on which the research was carried out. The manual contains the installation
of the necessary library or packages and also the minimum configuration for implementing
this project.

2 File Details

Python programming language is used while executing this project. The Jupyter Note-
book was used as IDE to implement the desired steps in the methodology.

2.1 Submission

The submitted zip file(x21220182Thesis) contains the code artifact of the implementa-
tion, used datasets, a report that documents what is done in the project, and a video
presentation of the project.

3 System Specification

Based on the image you provided, here is a system specification description:

- Device Name: ASUS_1898

- Processor: 12th Gen Intel(R) Core(TM) i7-12700H, with a base speed of 2.30 GHz
- Installed RAM: 16.0 GB (15.6 GB usable)

- Device ID: 9322E6B9-DA90-40C5-AC78-TE0A9275E472

- Product ID: 00342-42610-97830-AAOEM

- System Type: 64-bit operating system, x64-based processor

- Pen and Touch: No pen or touch input is available for this display

Windows Specifications:
- Edition: Windows 11 Home Single Language



- Version: 22H2

- Installed on: 6/19/2023

- OS Build: 22621.2715

- Experience: Windows Feature Experience Pack 1000.22677.1000.0

Manufacturer: ASUSTeK COMPUTER INC.
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Figure 1: System Specifications

4 Softwares Used

Microsoft Excel: Used for initial data exploration.

Canva: This was used to make the flowcharts.

Python Programming: Used for implementing the project.

Jupyter Notebook: This was used as an integrated development environment for
carrying out the experiments.



5 Downloading the Requirements

Python programming was first installed, and the latest version of Python is advised to
download in this case version 3.12.0 was installed. As an integrated development environ-
ment, Jupyter Notebook was downloaded from the Anaconda Navigator. This IDE is very
common and user-friendly for programmers to use, this IDE can be downloaded from the
Anaconda Navigator’s Python bundle. In the figure below the dashboard of Anaconda
Navigator is shown the dashboard may vary based on the version of the Anaconda Nav-
igator. There are multiple pre-installed IDEs or packages that can be used as per the
requirements.
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6 Project Initiation

Once the installation of the software was done and the desired requirements were met, the
implementation of the project was started. Before the initiation of the project, some basic
libraries and packages were installed which eases the process of programming. Many more
such libraries and packages were installed through out the implementation. The attested
screen shot below shows the basic packages that were installed before the implementation.
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num, np

pandas pd

matplotlib.pyplot plt
PIL Image

skimage.io imread

tensorflow.keras.utils to_categorical

os
sklearn.model selection train_test split
glob glob
warnings
warnings re', message='Te
Zmatplotlib

Figure 3: System Specifications

All of the above libraries can be installed if they don’t exist on your environment.
The pip install command with the name of the package can be used to download and
install the desired packages.

6.1 Importing data

retina_train_df - pd
image_dir

retina_train s )
retina_train df['path'] i 5. in(image dir, x

retina_train_df: retina_train_df poly(create_grade list)

(image_path):
Image mage_path)

IOError:

retina_train_df[ s'] - retina_train df[" 1.apply(load_image)

Figure 4: Data Importing

The above code snippet shows the importing the datasets and merging them. This
was the first step after starting the project.

6.2 Pre-processing
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Figure 6: Preprocessing - 2



In this phase of preprocessing multiple different techniques were implemented so that
all images are consistent throughout.

6.3 Modeling

47 ){ | gap_features, gap_nask])

Figure 7: Model Implementation

The above code snippet shows the model-building process of the Inception ResNet
V2 Szegedy et al.| (2017), this was the model that was implemented for the classification
purpose.

6.4 FEvaluation

(trus_labels)

( )
print(classification_report(true_lahels, predicted class_indices))

on matrix(true_lsbels, predicted class indices)

Figure 8: Evaluation Matrix Generation

The above code snippet generates an evaluation rubric that helps in evaluating the
implemented model so that we can have a basis for the comparison.



7 Edge Methodology

Below are a few code snippets of the implementation of edge methodology.

w2
pandas as pd
athlih Path

(image_path):

image - cv2.imread(image_path)

gray - cv2. (image, cv2.CO

edges - cv2.Cz

edges

v(gray,

retina_train_df| retina_train_df[‘path’]

x: calculate_edges(x))

(image_path):
edges - calculate edges(image path)|

path_obj - Path(image path)

new_path - path obj.with nome(path obj.ste path_obj.suffix)
cv2.imurite(str(new_path), edges)
str(new_path)

retina_train_df retina_train_df[’

x: save_edge_image(x))

Figure 9: Getting Patterns of Edges

cv2
numpy np

pathlib path

(image_path):

image - cv2.imread(image_path)

gray - cv2.cvtColor(image, cv2.C

edges - cv2.Canny(gray, 1

edge_count - np.count

_nonzero(edges)
edge_count

retina_train_df retina_train_df[ 'path’ x: count_edges(x))

retina_train_df.head()

Figure 10: Getting Edge Count and Storing it



pandas as pd
sklearn.model_selection train_test_split
tensorflow.keras .models Sequential
tensorflow.keras . layers Dense
tensorflow.keras.utils to_categorical

train

y_categorical - to_categorical(y, num_classes-len(df| 1-unigue()))

X train, X test, y train, y test - train test split(X, y categorical, test size-8.2, random state-42)

Sequential()
dd(Dense(10, input_dim-1, activation-'relu’))

Dense(5, acti )

Dense(len(df[ e'] c()), activation-'softmax

ompile(loss=" opy', optimizer . metrics-['

model . fit(X_train, y_train, epochs-10, batch_size-10)

scores - model.

Figure 11: Edge Methodology Modle
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