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1 Introduction

This manual has the software requirements to fully implement the project it is attached to.
The code was written in Python language using the open-source IDE Jupyter Notebook.
The following sections present the main steps on how to run the code.

2 Requirements

In this project, the experiments were ran using a hardware with the following specifica-
tions: AMD Ryzen 5 2500U with Radeon Vega Mobile Gfx, 2.00 GHz, and 8 GB RAM.
The use of more computer power than this is recommended, since the data processed
consists in more than 1.5 million observations and the runtime for some models was up
to 48 hours.

A Python 3 kernel in Jupyter Notebook App was used to load the data, starting with
the reading of dataset’s CSV file through Pandas library, and its conversion to dataframe
format.

2.1 Libraries

The Python version, as the versions of the libraries used in this project are listed below:
Python version: 3.9.13 (main, Aug 25 2022, 23:51:50) [MSC v.1916 64 bit (AMD64)]
Pandas version: 1.4.4
Numpy version: 1.24.3
Seaborn version: 0.11.2
Scikit-learn version: 1.0.2
TensorFlow version: 2.13.0
Keras version: 2.13.1
The installation of these libraries can be done using the code showed in Figure 1.
To load the libraries, the commands are shown in Figure 2

3 Data Collection and Preparation

The dataset used was made available by Davari et al. (2021) and it is available for
download in http://www.archive.ics.uci.edu/dataset/791/metropt+3+dataset.

It needs to be extracted and the archive with the data is in CSV format. The data
can be loaded as showed in Figure 3. In this figure the format of the data can be seen.
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Figure 1: Commands to install required libraries.

Figure 2: Commands to load required libraries.

2



Figure 3: Command to load the data and its format.

3.1 Resampling

The data needs to be resampled aiming to regularize the time frequency and decrease
the amount of processed data loaded into models. In Figure 4 are the commands used to
perform the resampling.

Figure 4: Commands to resample data.

The resampling process creates rows with missing values. To deal with them, some
rows were filled with the next non-null values and others were dropped, according to the
criteria specified in the project. Figures 5 displays the commands used to perform these
processes.

4 Defining Models Architecture

To build the models tested in the project, first it is needed to define the hyperparameters,
as shown in Figure 6.
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Figure 5: Commands to deal with null values.

Figure 6: Commands to define hyperparameters.
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Different models are trained for different types of sensors and different frequencies of
the observations. To define dataframes for each case, the dataset is splitted using the iloc
command from pandas library, as displayed in Figure 7.

Figure 7: Commands to define dataframes for analog and digital sensors.

A total of 24 models are tested with these dataframes. 8 models with one lstm layer
in encoder and decoder, 8 with two layers, and 8 with three layers. The decoder have the
same number of layers as the encoder in every model. For each category one function is
defined having the parameters of training size, number of features, and size of the layers
as parameters. The Figures 8, 9, and 10 show the functions and parameters to define the
models’ architecture.

Figure 8: Commands to define function and architectures for models with one layer in
encoder.

5 Creating the Sliding Windows

This part is the instructions to create different windows from the same dataframe. In
order to do that, a function was create that returns a list with the data corresponding to
each window, as can be seen in Figure 11.
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Figure 9: Commands to define function and architectures for models with two layers in
encoder.

Figure 10: Commands to define function and architectures for models with three layers
in encoder.
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Figure 11: Commands to define a function to create sliding windows.

Figure 12: Commands to create the sliding windows.

7



Figure 12 show the creation of sliding windows and a list with one set of windows to
each model.

The last step before training the models is to define the training and tests sets for
each window and to reshape the data into a three dimensional format, as required to
train LSTM models. The way to perform this step is displayed in Figure 13

Figure 13: Commands to create the sliding windows.

6 Training and Results

The training of the models are made using loops. The code to run the loop is showed
below, divided into three figures (Figures 14, 15, and 16.

There are several steps in the loops. For each model, a scaler (MinMaxScaler from
-1 to 1) is fitted and applied to the training set, then applied to the test set. The data
is reshaped and fed to the model. Then, the model is used to make predictions and the
mean absolute error is computed for the training and the test. This results are used to
compute the evaluation metrics.

To conclude, the top-performing models are assessed based on their predictive capabil-
ities for forecasting failures across various time windows. This evaluation involves testing
the models with prediction windows of one (as done for every model), two, and three
days. This multi-window evaluation provides a comprehensive understanding of how well
the models can anticipate failures over different temporal scopes. The additional codes
for two and three days windows are showed in Figures 17 and 18.
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Figure 14: Training loop part 1.
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Figure 15: Training loop part 2.
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Figure 16: Training loop part 3.
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Figure 17: Code to evaluate best models’ predictions for two days time window.
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Figure 18: Code to evaluate best models’ predictions for three days time window.
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