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1 Introduction

The system setup, data preparation, modeling, assessment, and Explainable AI method-
ologies used in the analysis are described in this paper

2 System Configuration

This Section on System Configuration provides full details on all the hardware and soft-
ware utilized in this project.

2.1 Hardware Specifications

The device utilized for the project has the following hardware configuration.

Figure 1: Design Specification

2.2 Software Environment

Jupyter Notebook was utilized as the program for this project. Anaconda Navigator was
used to launch this software. This web-interactive, open-source coding tool is simple to
use. The Anaconda navigator is seen in Figure 2.
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Figure 2: Anaconda Launcher

3 Data Preparation

3.1 Data Selection

Four separate datasets in CSV format from the Federal Reserve Bank of St. Louis used
in this study(FRED; 2022).

3.2 Importing Libraries

importing necessary libraries that are needed for preprocessing and data import as shown
in Figure 3.

Figure 3: Importing Libraries

3.3 Importing Data

Required Datasets are downlanded and imported as shown in fig 4.

3.4 Data Preprocessing

3.4.1 Merging Dataset

once the datasets have been imported. In order to compute in the future, those datasets
must be combined as shown in Figure 5.
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Figure 4: Importing Libraries

Figure 5: Merging Data

3.4.2 Null Values

Examining the dataset for null values.

Figure 6: Checking for Null value

4 Data Modeling

4.1 LSTM

4.1.1 Model Architecture

A sequential neural network model with two LSTM layers, a dropout layer, and a dense
layer is defined by the code, as seen in Fig.7.
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Figure 7: LSTM Model Architecture

4.1.2 Model Fitting

Figure 8’s code creates a neural network model, configures early stopping and model
checkpoint callbacks, and uses validation data to train the model.

Figure 8: LSTM Model Fitting

4.2 Transformers

4.2.1 Model Architecture

A Transformer-based neural network model with adjustable parameters and multi-layer
perceptron (MLP) components for sequence data is defined using this code, as seen in
Figure 9

Figure 9: Transformers Model Architecture
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4.2.2 Model Fitting

Figure 10 illustrates how this method uses the mean squared error loss and Adam op-
timizer to build and train a Transformer-based neural network model for sequence data
with given parameters.

Figure 10: Transformers Model Fitting

4.3 NBEATS

4.3.1 Model Architecture

This code, which is displayed in Figure 11, describes an N-BEATS block neural network
design for time series forecasting applications that has adjustable parameters.

Figure 11: NBEATS Model Architecture

4.3.2 Model Fitting

Using the mean squared error loss and Adam optimizer, this algorithm builds an N-
BEATS neural network model by stacking several N-BEATS blocks. It is then trained
for time series forecasting, as seen in Figure 12.

5 Evaluation

As evaluation metrics, this code, as shown in fig. 13, computes and outputs the RMSE,
MAE, and MAPE scores for each feature in the dataset.
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Figure 12: NBEATS Model Fitting

Figure 13: Evaluation

6 Explainable AI

As seen in Figure 14, this code restructures the input data, generates a SHAP explanation,
calculates SHAP values, and outputs the mean SHAP values for every feature.

Figure 14: Explainable AI
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