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1 Introduction 
 

This file contains configuration manual of the research work performed. Section 2 

explains about system requirements, section 3 explains about hardware requirements, 

section 4 explains about libraries, section 5 explains about establishing database 

connection, section 6 explains about data gathering and visualization, section 7 explains 

about performing sentimental analysis, section 8 explains about results 
 

2 System Requirements 
 

Operating system- Windows 11 

 

Ram – 8 GB 

 

Processor – 11 Gen 

 

Jupyter Notebook with version 6.5.4 to run the code 

 

SQLite database to store the data 
 

3 Hardware Requirements 
 

System should atleast have 8 gb ram 
 

 
 
 

4 Libraries needed 
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Numpy library should be installed and imported to perform numerical operations in python 

Command - pip install numpy 

 

Pandas library should be imported for data manipulation and analysis. 

Command- pip install pandas 

 

Matplotlib, seaborn library should be installed and imported to perform visualizations in 

python 

Command - pip install matplotlib 

 

SQLite3 should be installed for data storage. 

 

Gensim library is used for document modelling and similarity analysis. 

pip install genism 

 

Time, random, warnings module should be imported. 

 

Matplotlib Inline Magic sets the backend of matplotlib to inline for displaying plots. 

 

Pickle module is used for saving and loading python objects to/from files. For this pickle 

module should be imported. 

 

 

5 Establishing database connection 
 

Connection to SQLite should be established and using read sql query and pandas the data is 

extracted from database and stored to data frame df1. 

 

 
 

6 Data Gathering and visualization 
 

Amazon Fine Food Reviews dataset is collected from Kaggle 

 

Link is provided : https://www.kaggle.com/datasets/snap/amazon-fine-food-reviews 

 

Columns present in data are shown in fig1 
 

https://www.kaggle.com/datasets/snap/amazon-fine-food-reviews
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Fig 1 

 

Fig 2 shows the count of star rating in the dataset. Majority of the star ratings count is 5. 

 

 
Fig 2 

 

7 Sentimental Analysis 
 

Firstly define polarity function. Then using the score column  and map  function the score 

column is labelled as positive, negative and neutral where neutral sentiments are ignored. 

This can be observed in fig 3 score column. 
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Fig 3 

 

As a part of data cleaning, remove duplicate rows by using drop duplicates function. Next 

remove HTML tags, Punctuations, stopwords. 

 

Perform stemming and lemmatization on all the reviews. 

 

After performing, stemming and lemmatization store all the positive and negative words in 

different variables which is further used to visualize most popular positive and negative 

words. 

 

Fig 4, shows total count of positive and negative words in the dataset. 

 

 
Fig 4 

 

WordCloud library should be downloaded to plot data in wordcloud image. 

 

New data frame df2 is created where helpfulnessNumerator <= helpfulnessDenominator. Df2 

have less rows when compared to original df as most of the rows got filtered based on the 

condition given. 

 

Fig 5 shows the word cloud of positive words used in the reviews 

 

 
Fig 5 wordcloud of positives reviews 

 

7.1.1 Uni-gram BOW 
 



5 
 

 

Unigrams refer to a single word or token in a sequence of words. 

 

Import countVectorizer from sklearn 

 

Using this count vectorizer all the words in dataset df2 are converted to unigrams. 

 

TruncatedSVD library should be imported to normalize the unigram vector data. After 

normalization almost 82.4 percent of the data is retrieved. 

 

Before truncation and after truncation the data is saved to new files which can be used for 

further analysis 

 

Datatime library is used to print date and time of the execution. 

 

Now, the normalized unigram data is visualized with t-SNE(t-distributed stochastic neighbor 

embedding). Steps involved are  

Setup seed for reproducibility 

Configure tsne by taking only few data samples 

Fit and transform the data using tsne and visualize the data in two dimensions. 

 

TSNE model uses perplexity parameter which is used for dimentionality reduction and 

visualization of high dimensional data. Higher the perplexity higher will be the computational 

time. 

 

Unigram visualizations with perplexity 30, 20, 40 are computed. 

 

Unigram visualizations with perplexity 30 is shown in fig 6. Positive and negative words are 

displayed as facet grid in  a two dimensional space 
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Fig 6 

 

7.1.2 Bi-gram BOW 
 

Bigrams refers to a two words or token in a sequence of words. 

 

The same process that we performed for uni-gram bow is followed for Bi-gram BOW and by 

changing the perplexity values, facetgrids are plotted. 
 

7.1.3 Tf-idf BOW 
 

Term frequency which measures how often a term occurs in specific document and document 

frequency measures how many documents in a collection contain specific term and 

combination of tf and df evaluates the importance of a term. 

 

Cleaned data from dataframe df2 is taken and weightages are assigned for all the words in the 

corpus.  

 

TruncatedSVD library should be imported to normalize the tf-idf vector data.  

 

The same process that we performed for uni-gram bow is followed for tf-idf vectorization and 

the data before and after performing normalization are stored in new files for further analysis. 
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By changing the perplexity values, facetgrids are plotted for tf-idf vectors to check the 

change in dimentionality reduction. 
 

7.1.4 Word2Vec 
 

To work with Word2Vec, Gensim module should be imported. 

 

Gensim is a robust open-source vector space modeling and topic modeling toolkit 

implemented in Python. It uses NumPy, SciPy for performance. Gensim is specifically 

designed to handle large text collections, using data streaming and efficient incremental 

algorithms.  

 

Word2Vec captures semantic relationships of data in continuous vector space. 

 

The same process that we performed for uni-gram bow is followed for Word2Vec, Avg 

Word2Vec and hybrid approach of (TF-idf-W2Vec) 

 

By changing the perplexity values, facetgrids are plotted to check the change in 

dimentionality reduction. 

 

Most of the TSNE plot shows that data is quite overlapping hence we cant be sure that data is 

linearly separable. So Model training is done to determine the accuracy. 
 
 

Explanation for  “4 Amazon Food Reviews - Logistic Regression.ipynb” file 
 

Import all the above mentioned libraries and from sklearn import accuracy_score, confusion 

matrix, precision score, f1_score, recall_score. 

 

Original dataset after performing all the pre processing steps is splitted as train and test with 

size 70 and 30 percent. 

 

Foor better results, using time series split the data is splitted into 10 splits using the library 

TimeSeriesSplit. This can be seen in fig 7 
 

 
Fig 7 

 

Model building using Logistic Regression  
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Create Logistic Regression Classifier model for data training and testing. 

 

Change the hyper parameter value c between 0.001 to 1000 and use L1, L2 Regularizers. 

 

Train and test the models to find the accuracy score of Unigrams, Bigrams, TF-IDF, 

Word2Vec, AvgWord2Vec, and hybrid(Tf-idf-Word2Vec) with both Grid SearchCV and 

Randomized SearchCV 

 

 

 

8 Results 
 

 
 
 

Bigram Featurization performs best with accuracy of 93.704 and F1-Score of 0.808 • Sparsity 

increases as we increase lambda or decrease C when L1 Regularizer is used. 


