
 
 

 
 
 
 
 
 
 
 
 
 

 

Automatic Test Data Generation in 
Banking Applications Using Deep Learning 
 

 
 
 

MSc Research Project  
                                       Data Analytics 

 
 
 

Taniya Bagh  
Student ID: X22120831 

 
 
 

School of Computing  
National College of Ireland 

 
 
 
 
 
 
 
 
 
 
 

Supervisor:   Sasirekha Palaniswamy



 

 
National College of Ireland 

 
MSc Project Submission Sheet 

 
School of Computing 

 
Student 
Name: 

 
Taniya Bagh……………………………………………………………………………………………… 

 
Student ID: 

 
X22120831…………………………………………………………………………………………..…… 

 
Programme: 

 
Data Analytics…………………………………………… 

 
Year: 

 
…2023………………….. 

 
Module: 

 
MSc Research Project……………………………………………………………………….……… 

 
Lecturer: 

 
Sasirekha Palaniswamy………………………………………………………………….……… 

Submission 
Due Date: 

 
14/12/2023…………………………………………………………………………………………… 

 
Project Title: 

 
Automatic Test Data Generation in Banking Applications Using Deep 
Learning 

Word Count: 
 
……………………………………… Page Count: ………………………………….…….……… 

 
I hereby certify that the information contained in this (my submission) is information 
pertaining to research I conducted for this project.  All information other than my own 
contribution will be fully referenced and listed in the relevant bibliography section at the 
rear of the project. 
ALL internet material must be referenced in the bibliography section.  Students are 
required to use the Referencing Standard specified in the report template.  To use other 
author's written or electronic work is illegal (plagiarism) and may result in disciplinary 
action. 
 
Signature: 

 
Taniya Bagh…………..…………………………………………………………………………… 

 
Date: 

 
14/12/20………………………………………………………………………………………………

 
 
PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 
 
Attach a completed copy of this sheet to each project (including multiple 
copies) 

□ 

Attach a Moodle submission receipt of the online project 
submission, to each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, both 
for your own reference and in case a project is lost or mislaid.  It is not 
sufficient to keep a copy on computer.   

□ 

 
 
Assignments that are submitted to the Programme Coordinator Office must be placed 
into the assignment box located outside the office. 
 
Office Use Only 
Signature:  
Date:  
Penalty Applied (if applicable):  



1 
 

 

 
 

Automatic Test Data Generation in Banking 
Applications Using Deep Learning 

 

Taniya Bagh 
Student ID: x22120831 

 
 
 

1 Introduction 
This module will contain all the documentation and information consisting of hardware, and 
software configuration along with the components(codes) needed for the implementation of 
the research paper titled automatic test data generation in banking applications using deep 
learning. 
The brief code walk-through has been mentioned in the manual which was followed exactly 
for achieving the anticipated results. 
 

2 Configuration of Hardware and Software 
 
Figure 1 shows the technical configuration of the used device with the operating system of 
the windows upon which the research has been conducted. 
 

 

Figure 1 Device Specification 

 
Windows Specification is mentioned in Figure 2 
 

 

Figure 2 Windows Specification 
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The programming language used for the implementation of this project is Python (Python 3) 
and the frameworks used for the application of Deep learning models are Tensorflow and 
Kreas(which is the high end API of Tensorflow). The detailed specification is mentioned in 
Figure 3: 
 
 

IDE Google Colab Pro 
Programming Language Python 
Modules Keras, TensorFlow, Matplotlib,Pandas, 

Numpy 
Computation CPU 
Number of CPU 1 
Type Intel(R) Xeon(R) CPU @ 2.20GHz 

 

Figure 3 Windows Specification 

 
 
 

3 Dataset Utilized 
 
The dataset selected to conduct the implementation of this project is taken from Kaggle 
website. The dataset goes by the name “bank_transactions.csv” consisting of 1M+ 
transactional data from an Indian bank with 9 fields. The dataset is available for public use. 
The dataset can be retrieved from the below link: 
https://www.kaggle.com/datasets/shivamb/bank-customer-segmentation 
 
The data is stored in the Google Colab Pro platform form where other executions of the codes 
were done. 
 

4 Implementation of the Models 
 

4.1 EDA, Data Preprocessing and Data Transformation. 
 
Figure: 4 contains all the libraries that are required. 
 
Figure 5 , 6 shows the EDA process where missing values are handled and various plots were 
plotted (Heatmap, Bar plot, Histogram plot etc)to understand the characteristics of the data. 
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Figure 4 Imported Libraries 

 
 

 

Figure 5 handling missing terms 

 

 
Figure 6 EDA 
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The next step is Data transformation, converting the categorical value to numerical using a Label 
encoder and standardized numerical data as shown in Figure 7. In Figure 8 the outliers are detected 
and removed. The dataset is split into train and test where custGender field is taken as the target 
value(Figure 9). 
 

 
Figure 7 Data Transformation 

 

 
Figure 8 Outlier Detection using Interquartile range. 

 

 
Figure 9 Splitting the data. 

 
 

4.2 Implementation of GAN 
 
The architecture of the Generative Adversarial Network model consists of a Generator and a 
discriminator. The Generator is fed some noise and consists of the dense layer which is again 
followed by LeakyRelu activation function which brings nonlinearity and assists in reducing the 
vanishing gradient problem and batch normalization is used to keep the model stable. The output layer 
of the generator model consists of a tanh activation function which keeps the data generated in a 
specific range. The discriminator model also consists of dense layers and leakyRelu activation 
function. The discrimator is fed the train data from real data which is then compared with the 
synthetic samples generated by the generator (Figure 10). The loss function used in GAN model is 



5 
 

 

shown in Figure 11. The model is trained using 30000 epochs(Figure 12). After the training is 
completed, the generator produces the required synthetic data (Figure 13) 

 
Figure 10 Architecture of GAN (D and G) 

 

 
Figure 11 Loss Function 

 

 



6 
 

 

Figure 12 Training the model 

 

 
Figure 13 Generating synthetic data. 

 
In Figures 14 and 15, The evaluation of the model is done using MSE,MAE, RMSE and visualization 
of the data using distribution plot. 
 

 
Figure 15 Visualization of Data 

4.3 Implementation of RNN 
 
In Figure 16 the architecture of RNN is shown. The relevant features were selected. In Figure 17, the 
debugging function is used for checking nulls if any, and reshaping the test and train subsets to match 
that of the generated data. 

 
Figure 16 RNN Model 
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Figure 17 RNN Model  

Figure 18 shows the generation of synthetic data and the statistical computation for evaluation. 
 

 
Figure 18  Generation and Evaluation 

 

4.4 Implementation of Ensembled VAE 
Figure 19 shows the libraries needed for the hybrid model with, the whole data split into train and test 
in the ratio of 80:20. It has also defined the structure of VAE which consists of an encoder and 
decoder. The trained data is standardized to keep all the inputs on the same scale. Figure 20 shows the 
building of VAE model and sampling is used to maintain the stochasticity. 3 VAE models are used to 
achieve the desired model. Figure 21 shows the number of epochs (100 each), the model has to iterate 
to learn the data before the generation of output. Figure 22 and 23shows the evaluation of the data and 
model. 
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Figure 19 VAE model 

 
 

 
 

Figure 20 Ensembled VAE 

 
Figure 21 Model Iteration and Generation of Data 
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Figure 22 Statistical Analysis 

 

 
Figure 23 Visualization of the Generated Data 

 

4.5 Implementation of VAEGAN 
 
This model consists of two deep-learning models, Figure 24 shows the VAE structure and Figure 25 
consists GAN model structure. 
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Figure 24 VAE structure of VAEGAN 

 

 
Figure 24 GAN structure of VAEGAN 
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Figure 25 VAEGAN 

 
The combined model is shown in Figure 25, callback function is used for early stopping and 30 
epochs were used for model training. Once training is done combined data is generated. 
 
Figure 26 shows, the evaluation of the model 
 

 
Figure 26 Evaluation 

 

5 Data Evaluation/ Visualization. 
 

5.1 For GAN Model 
 
Figure 27 shows the distribution of the generated data. 
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                                                         Data distribution of GAN 

5.2 For Ensembled VAE 
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Data distribution of Ensembled VAE 

5.3 For VAEGAN 
 

 
 

Data distribution of VAEGAN 


