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1 Introduction

Crime detection model is designed to ensure the public safety through the advanced image
based classification. Crime is an act that is intended to cause harm either physically or
psychologically, that also includes property damage or loss. This leads to punishment by
a state or any other authority with respect to the severity of the crime. [Shah et al.| (2021)).
This manual is a comprehensive guide to assist users in setting up, configuring and in
optimizing the crime detection model for their specific requirements. This configuration
manual also aims to empower the users, with all the required information to integrate
and utilize the crime detection model.

2 System Requirements

System requirements include hardware and software requirements, that are given in the
table below.

2.1 Hardware requirements

OS Microsoft Windows 11

Processor 12th Gen Intel(R) Core(TM) i5-1235U
RAM 16.0 GB

Storage 256 GB

2.2 Software requirements

Programming Language Python 3
Tools Google Colab

3 Dataset Requirements

Dataset consists of train and test datasets, which each 14 categories, Abuse, Arrest,
Arson, Assault, Burglary, Explosion, Fighting, Normal videos, Road accidents, Robbery,
Shooting, Shoplifting, Stealing and Vandalism.
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Displaying: /content/drive/MyDrive/Data Thesis/Test/Arson/Arson@4l x264 1128.png
Arson041 x264 1120.png

Displaying: /content/drive/MyDrive/Data Thesis/Test/Arson/Arson@@7_x264_2958.png
Arson007_x264_2950.png

Figure 1: Arson

Displaying: /content/drive/MyDrive/Data Thesis/Train/shoplifting/Shoplifting@14 x264 5113@.png

Displaying: /content/drive/MyDrive/Data Thesis/Train/Shoplifting/Shoplifting@12 x264 1575@.png
Shoplifting012 x264 15750.png

Figure 2: Shoplifting



Uploaded the dataset to the Google Colab environment and pre-processed the Crime
dataset, by resizing and normalizing the images. Customized and tailored the parameters
of the model to the required requirements, with the Google Colab environment.

Displaying: /content/drive/MyDrive/Data Thesis/Test/Shooting/Shooting@ll_x264_3140.png
Shooting011 x264 3140.png

Displaying: /content/drive/MyDrive/Data Thesis/Test/Shooting/Shooting®32 %264 18158.png
Shooting032_x264_18150.png

Figure 3: Shooting

4 Model Architecture

The required libraries are installed to evaluate, visualize and to build the layers of the
neural networks, such as Pandas, NumPy, Matplotlib, Seaborn, TensorFlow, Keras and

more.

from google.colab import drive
drive.mount (" /content/drive’, force_remount=True)

Mounted at /content/drive

import pandas as pd

import numpy as np

import matplotlib.pyplot as plt
import seaborn as sns

import plotly.express as px
import os

import tensorflow as tf
from tensorflow.keras.preprocessing import image dataset_from_directory

from tensorflow.keras.applications import DenseMet121

from sklearn.preprocessing import LabelBinarizer

from tensorflow.keras.layers import Dense, GlobalAveragePooling2D, Dropout,MaxPooling2D , Conv2D,Flatten
from tensorflow.keras.models import Sequential

from sklearn.metrics import roc_curve, auc, roc_auc_score

from sklearn.metrics import classification report

from IPython.display import clear_output
import warnings
warnings.filterwarnings(‘ignore")

Figure 4: Importing Libraries

Next step involves splitting the training and validation datasets from the training
directory and the test dataset are loaded from the separate directory. The image datasets



are then batched to the required batch size and resized to desired dimensions, and the
output is obtained containing the file information.

Found 345018 files belonging to 14 classes.
Using 276008 files for training.
Found 345010 files belonging to 14 classes.
Using 69002 files for validation.
Found 111308 files belonging to 14 classes.

Figure 5: Dataset categories

The Transfer learning model is then developed, using the DenseNet121 architecture
as pre-trained model and then the Global Average Pooling 2D layer is added. The final
dense layer consists of 'n’ units with Softmax activation for the multi-class classification.
The model is then compiled using the Adam optimizer.

def transfer learning()
base model=DenseNet121(include top=False,input_shape=INPUT SHAPE,weights="imagenet™)

thr=149
for layers in base model.layers[:thr]:

layers.trainable=False

for layers in base model.layers[thr:]:
layers.trainable=True

return base_model

def create model()
model=Sequential()

base model=transfer learning()
model.add(base model)

model.add(GlobalAveragePooling2D())

model.add(Dense(128, activation="relu"))
model.add(Dropout(@.2))

model.add(Dense(n,activation="softmax",name="classification"))
model. summary ()

return model

Figure 6: Transfer Learning Model

5 Model Training

The next step is training the model on the training set and validating it on the validation
set. The model training is performed for a specified number of epochs. After this, the
true labels ('y_true’) and the predicted probabilities ("y_pred’) are obtained, for test set.
These values are used to evaluate the performance of the model.



model=create_model()
model.compile(optimizer="adam",
loss="categorical crossentropy’,

metrics = [tf.keras.metrics.Auc()])

Model: "sequential”

Layer (type) Output Shape Param #
densenet121 (Functional) (Mone, 2, 2, 1024) 7037504
global average pooling2d ( (None, 1024) 5}

GlobalaveragePooling2D)

dense (Dense) (None, 128) 131200
dropout (Dropout) (None, 128) 5}
classification (Dense) (None, 14) 1806

Total params: 717651@ (27.35 MB)
Trainable params: 5586254 (21.31 MB)
Non-trainable params: 1584256 (6.84 MB)

Figure 7: Model output

history = model.fit(x = train_set,validation_data=val_set,epochs = EPOCHS)

4313/4313 [ 1 - 139155 3s/step - loss: ©.1914 - auc: ©.9972 - val loss: ©.0898 - val auc: 0.9988

y_true = np.array([])

for x, y in test_set:
y_true = np.concatenate([y_true, np.argmax(y.numpy(), axis=-1)])

y_pred=model.predict(test_set)

1740/1748 [ ] - 68s 33ms/step

Figure 8: Model Training
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Figure 9: y_pred & y_true



6 Model Evaluation

The model is evaluated with the custom CNN layer on top of the Transfer learning base
model. An initial model with limited layers is built and evaluated, as the results are
not more efficient. The CNN model is built with additional layers and evaluated with
the Adam optimizer. By performing further fine-tuning, the model’s best accuracy is
obtained.

# Create a custom CNN model on top of the transfer learning base model
def create_custom_cnn_model(base_model)

model = Sequential()

# Add the base model

model.add(base_model)
model.add(GlobalAveragePooling2D())
model.add(Dense(128, activation="relu"))
model.add(Dropout(0.2))

# output layer
model.add(Dense(n, activation="softmax', name='classification'))

model. summary()
return model

# Define and compile the base model (transfer learning)
base_model = transfer_learning()

# Update the IMG_HEIGHT and IMG_WIDTH to 64
IMG_HEIGHT = 64

IMG_WIDTH = 64

IMG_SHAPE = (IMG_HEIGHT, IMG_WIDTH, 3)
INPUT_SHAPE = (IMG_HEIGHT, IMG_WIDTH, 3)

# Create a new custom CNN model on top of the transfer learning base model
custom_model = create_custom cnn_model(base_model)

# Compile the custom model
custom_model.compile(optimizer="adam", loss="categorical_crossentropy’, metrics=[tf.keras.metrics.Auc()])

fine_tune_epochs = 3
custom_model .fit(train_set, validation_data=val_set, epochs=fine_tune_epochs)

Figure 10: Custom CNN Model

Model: “"sequential 2"

Layer (type) Output Shape Param #
densenet121 (Functional) (None, 2, 2, 1024) 7037504
global_average_pooling2d_2 (None, 1824) ]

(GlobalAveragePooling2D)

dense_2 (Dense) (None, 128) 131200
dropout_2 (Dropout) (None, 128) 2]
classification (Dense) (None, 14) 1806

Total params: 7170510 (27.35 MB)
Trainable params: 5586254 (21.31 MB)
Non-trainable params: 1584256 (6.04 MB)

Epoch 1/3
4313/4313 [ ] - 367s 77ms/step - loss: 0.1901 - auc_3: ©.9973 - val_loss: ©.0913 - val_auc_3: 0.999@
Epoch 2/3
4313/4313 [ 1 - 3365 78ms/step - loss: 0.0935 - auc_3: ©.9990 - val_loss: ©.8799 - val auc_3: 0.9994
Epoch 3/3
4313/4313 [ 1 - 334s 77ms/step - loss: 0.8776 - auc_3: 0.9993 - val_loss: ©.8675 - val_auc_3: 0.9995

<keras.src.callbacks.History at ex799bs52148beo>

Figure 11: Model Fine-tuning

The ROC curve is obtained which distinguishes between the different classes and the
confusion matrix was also obtained that shows the number of cases for each category of
crime for both the actual and predicted.
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Figure 12: ROC Curve
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