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1 Introduction

This document highlights the necessary steps and instructions to replicate the study on
a predictive analysis project for Chicago crash severity and obtain the expected results.
It captures the system configurations along with the project development process. The
code snippets for the implementation process will be included.

2 System Configuration

Due to the sheer volume of data used for the study, a higher hardware specification
is required to effectively carry out the study. Figure 1 below captures the hardware
specification used to achieve the research objectives. The software requirements are
captured in Figure 2.

Figure 1: Hardware Specifications

Figure 2: Software Requirements

3 Project Development

The following steps provide a view of the code sequences executed within Jupyter Note-
book, allowing you to understand the specific code snippets, commands, functions, or
algorithms, and the outcomes produced during the execution.
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3.1 Data Collection

As shown in Figure 3, an API call was made to the city of Chicago’s Data portal API
endpoint. The data was saved in a local drive in an Excel format.

Figure 3: API Code Snippet

Upon importing the retrieved dataset, a preliminary assessment was conducted to
ensure its integrity. Following this, a filtering process was implemented to exclusively
retain records corresponding to the timeframe encompassing the years 2021 to 2022.

3.2 Data Importation

The data was imported into a Python data frame as shown in figure 4. Basic info was
printed out to have an understanding of the dataset.

Figure 4: API Code Snippet
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3.3 Data Pre-processing

Variables that were not core to the study were identified and dropped as shown in Figure
5 below.

Figure 5: Dropped Variables

Label encoding and manual mapping were done on various categorical variables in the
new data frame.

Figures 6, 7, 8, and 9 detail label encoding and mapping procedures for selected cat-
egorical variables in a dataset. They provide step-by-step insights into the conversion
and mapping of these variables, enabling numerical analysis and computation.

Figure 6: Trafficway Type label encoding and mapping

Label encoding and manual mapping were done on various categorical variables in the
new data frame.
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Figure 7: Road Alignment label encoding and mapping

Figure 8: Road Defect label encoding and mapping

Figure 9: Weather Condition label encoding and mapping
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As illustrated in Figure 10, the original categorical columns were removed from the
dataset after label encoding and mapping, allowing for streamlined analysis and compu-
tation, eliminating redundancy.

Figure 10: Dropping of Categorical Variables

Figure 11 below shows a printout to confirm no Categorical value was retained in the
new data frame.

Figure 11: Data frame info printout

Check for Null values in the data set was then carried out as shown in Figure 12
below.

Identified Null values were removed as shown in Figure 13.
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Figure 12: missing values check

Figure 13: Deleting Null Values

3.4 Modeling and Evaluation

For this study, three models were built; Random Forest, Support Vector Machine, and
Logistic Regression.

3.4.1 Experiment 1

A) Random Forest
The clean df dataset was used to define features and target variables, with columns

assigned to predict crash severity. The dataset was split into training and testing sets,
with 85% for training and 15% for testing. A Random Forest Classifier model was in-
stantiated, with 100 decision trees and 42 random states for reproducibility. The model
was trained using the training data.

Figure 14: Random Forest Code
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B) Support Vector Machine
The data is classified using features and target variables, similar to Random Forest.

The dataset is split into training and testing sets using an 85:15 ratio. A Support Vector
Machine Classifier (SVC) model is initialized and trained on the training data, setting
hyperparameter values and ensuring reproducibility. The kernel was set to linear, gamma
to auto while C, which is the regularisation parameter, was set to 1 as shown in Figure
15 below.

Figure 15: Support Vector Machine Code with linear kernel and auto gamma

C) Logistic Regression
The logistic regression model was initialized and trained using the same process flow

for data preprocessing and splitting, with hyperparameter configurations such as C for
weaker regularization, max iter for convergence, and solver for optimization. Figure 16
shows the code for Logistic regression.

No specific hyperparameter values were set during the instantiation of the logistic
regression model using the code entry: logistic regression = LogisticRegression(). Con-
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sequently, all hyperparameters retained their default settings, allowing the model to util-
ize the predefined configurations provided by the default parameters.

Figure 16: Logistic Regression Code

D) Performance Comparison
The performance comparison of experiment 1 is captured in Table 1 below:

Algorithm Accuracy Precision Recall F-1 Score
Random Forest 0.7105 0.6809 0.7105 0.6741
Support Vector Machine 0.6955 0.4837 0.6955 0.5705
Logistic Regression 0.6944 0.6995 0.9826 0.8172

Table 1: Experiment 1 Performance Comparison

3.4.2 Experiment 2

The study used GridSearchCV, a Scikit-Learn function, to identify optimal hyperpara-
meter values for machine learning models. The study compared and selected the best
values, infused them into the existing model code, and rerun the modified codes, resulting
in improved performance and enhanced metric scores.

The second experiment aimed to improve model accuracy, robustness, and gener-
alizability by examining the influence of these techniques on machine learning model
performance. The final outputs of each model were compared to identify the best-fitting
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algorithm for crash severity prediction.

A) Random Forest Figure 17 shows a code snippet incorporating the best-fit hy-
perparameter values in Random Forest code.

Figure 17: Random Forest Best hyperparameters

B) Support Vector Machine Figure 18 shows a code snippet incorporating the
best-fit hyperparameter values in the Support Vector Machine code.

Figure 18: Support Vector Machine Best hyperparameters

C) Logistic Regression Figure 19 shows a code snippet incorporating the best-fit
hyperparameter values in the Logistic Regression code.

Figure 19: Logistic Regression Best hyperparameters

The final models’ performance output is summarized below.
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D) Final Algorithms Performance Comparison
The performance comparison of Experiment 2 is captured in Table 2 below:

Algorithm Accuracy Precision Recall F-1 Score
Random Forest 0.7178 0.6921 0.7178 0.6707
Support Vector Machine 0.6965 0.6703 0.6965 0.5758
Logistic Regression 0.6952 0.6994 0.9850 0.8180

Table 2: Experiment 2 Performance Comparison

3.5 Identifying Influential Factors

The study also investigated factors determining crash severity in Chicago using a ran-
dom forest classifier. The classifier learned from the training set and calculated feature
importance. The graphs analyzed the importance of each feature in determining crash
severity, providing insight into factors affecting crash severity. Figure 20 shows the code
snippet and output of the influential factors in ascending order.

Figure 20: Influential Factors

3.6 Sub-Factors Identification

The study focused on the primary contributory cause and crash type attributes in a data-
set, using feature encoding and the One-Hot Encoding technique. The dataset was divided
into training and testing sets, with 80% used for training the Random Forest Classifier.
The classifier was trained to identify influential sub-factors impacting severe crashes, and
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feature importance was extracted to identify the top 10 influential sub-factors. This in-
formation was visually represented in a horizontal bar plot using Matplotlib. Figure 21
shows the code snippet and output of the 10 most influential sub-factors in ascending
order.

Figure 21: Influential Sub-Factors

3.7 Visualization of Influential Factors

Figure 22 shows the visualization output of the influential factors in ascending order.

Figure 22: Visualization of Influential Factors
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