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Predictive Analytics for Enhancing Student
Success in the UK: A Machine Learning

Approach
Configuration Manual

Oluwadamilare Adetuberu
Student ID:x18165125

1 Introduction
The aim of this configuration manual is to enable the replication of the Predictive Analytics
for Enhancing Student Success in the UK: A Machine Learning Approach project.
The project involves the building, test and evaluation of the following machine learning
models ( Decision Tees, Random Forest, Gradient Boosting Machine and Logistic Regression)
to predict student results based on data from an online learning environment.

2 Computational Resources

HP Pavilion Laptop 15-eg0xxx
Processor: 11th Gen Intel(R) Core (TM) i7-1165G7 @ 2.80GHz, 2803 MHz, 4 Core(s), 8
Logical Processor(s)
Installed Physical Memory (RAM) 20.0 GB
System Type x64-based PC
OS Name: Microsoft Windows 11 Home
IDE: Google Colab and Jupyter notebook.
Programming language: Python
Python libraries required:
import pandas as pd
import numpy as np
import io
from sklearn.preprocessing import LabelEncoder, StandardScaler
from sklearn.impute import SimpleImputer
import matplotlib.pyplot as plt
import seaborn as sns
from sklearn.model_selection import train_test_split
from sklearn.preprocessing import LabelEncoder
from sklearn.linear_model import LogisticRegression
from sklearn.tree import DecisionTreeClassifier
from sklearn.ensemble import RandomForestClassifier
from sklearn.ensemble import GradientBoostingClassifier
from sklearn.metrics import accuracy_score, confusion_matrix, precision_score,
recall_score,f1_score, roc_auc_score, log_loss, roc_curve
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from sklearn.model_selection import cross_val_score

3 Dataset
The OULAD dataset contains records of 32,592 students, over 10 million rows for VLE data,
22 different courses, and the data available as 7 separate CSV files, it was obtained from the
Open University Learning Analytics website (Kuzilek, et al., 2017).

Fig1. An entity relationship diagram of the dataset (Kuzilek, et al., 2017)

4. Data Preprocessing

The datasets were loaded into the Python environment as follows:
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Due to computing capacity limitations in processing the large dataset, a stratified sample of
the largest datafile (StudentVle with over 10 million records was used to create a merge of all
the seven datafiles as follows:

A further stratified sample of the merged dataset containing over one million records was
created and used for this analysis as follows:

Data Cleaning: missing numerical and categorical data were filling as follows. The
categorical variables were converted to numerical for the purposes of classification analysis.
The numerical values were transformed to scale. Finally, the dataset was split into training
and testing data while stratifying the minority class to address class imbalance.
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5. Training and Testing the model the four models.

The models were initialised and ran through a loop to generate the prediction evaluation
metrics for each model as follows:

6.Model Evaluation
The visualisations of each model result and the final comparative result table is as follows:

Fig 2. Logistic regression classifier evaluation visualization.
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Fig3. Decision Tree Classifier evaluation visualization

Fig 4. Random Forest Classifier evaluation visualization

Fig 5. Gradient Boosting Classifier evaluation visualization

Logistic
Regression

Decision Trees Random Forest Gradient
Boosting
Classifier

Accuracy 0.863 0.901 0.765 0.901

Five-fold Cross
validation

average score

0.863 0.901 0.770 0.901

Precision 0.873 0.895 0.930 0.895

F1- Score 0.924 0.944 0.850 0.944

Recall 0.981 1.0 0.782 1.0
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ROC AUC
Score

0.790 0.831 0.798 0.808

Log Loss 0.345 0.280 0.589 0.312

Fig 6. Model Performance Result Table

7. Conclusion
In conclusion, the steps and code snippets outlined in this configuration manual can be
applied to replicate the research.
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