
   

 

 
 

 
 
 
 
 
 
 
 
 
 

 

Optimizing FIM System Using YARA 

Rules 
 
 
 
 

 

MSc Academic Internship 
 

MSc Cyber Security 
 
 

 

Kedar Sunil Wattamwar  

Student ID: 2211653 
 
 

School of Computing 
 

National College of Ireland 
 
 
 
 
 
 
 
 
 
 
 

Supervisor: Vikas Sahni



   

 

 

 
National College of Ireland 

 

MSc Project Submission Sheet 

 

School of Computing 

 

Student Name: 

 

……Kedar Sunil Wattamwar………………………………………………………………… 

 

Student ID: 

 

……22116532………………………………………………………………………………….…… 

 

Programme: 

 

……MSc Cyber Security…………………………… 

 

Year: 

 

.2022-2023.. 

 

Module: 

 

……MSc Academic Internship……………………………………………………….……… 

 

Supervisor: 

 

……Mr. Vikas Sahani……………………………………………………………………….……… 

Submission Due 

Date: 

 

……14-12-2023……………………………………………………………………………….…… 

 

Project Title: 

 

……Optimizing FIM System using YARA rules…………………………….……… 

Word Count: 

 

……7051…………….……..   Page Count……19…………………… 

 

 

 

I hereby certify that the information contained in this (my submission) is information 

pertaining to research I conducted for this project.  All information other than my own 

contribution will be fully referenced and listed in the relevant bibliography section at the 

rear of the project. 

ALL internet material must be referenced in the bibliography section.  Students are 

required to use the Referencing Standard specified in the report template. To use other 

author's written or electronic work is illegal (plagiarism) and may result in disciplinary 

action. 

 

Signature: 

 

………………………………………………………………………………………………………… 

 

Date: 

 

……14-12-2323……………………………………………………………………………… 

 

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 

 

Attach a completed copy of this sheet to each project (including multiple 

copies) 

□ 

Attach a Moodle submission receipt of the online project 

submission, to each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, 

both for your own reference and in case a project is lost or mislaid.  It is 

not sufficient to keep a copy on computer.   

□ 

Assignments that are submitted to the Programme Coordinator Office must be placed 

into the assignment box located outside the office. 

Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



   

 

1 
 

 

 
Optimizing FIM Systems using YARA rules 
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Abstract 

In terms of functionality and confidentiality, sensitive files in computer 

systems, such as log files, executable programmes, configuration, and 

authorization data, are extremely important. By confirming every operation taken 

on these sensitive files, an efficient method known as file integrity monitoring is 

suggested to identify aggressive behaviours and safeguarding sensitive data. This 

paper presents a solution which continuously check the integrity of files and also 

gives an alert for addition or deletion of files. The method is also capable to detect 

and report if the added file is malicious or not. This research is significant because 

it has the potential to improve computer system security by lowering the possibility 

of malicious or unauthorised file additions or modifications, which lowers the 

chance of security breaches and system disruptions. 

Key words: File integrity monitoring, Yara rules, SHA256, Malicious file 

input, file integrity. 

 
 

1 Introduction 
 

The topic of file protection has consistently gained attention from both academic and industrial 

sectors. In today's digital landscape, a vast repository of data and critical information is stored 

within these files, this makes it important to secure them. Unauthorised file access is a 

contributing factor in many security incidents, as seen by the WannaCry ransomware attack1 

In this kind of attack an executable file was inserted in the system, which created a backdoor 

program that was used to share sensitive data to the attacker’s server. The attackers later 

changed the logs in the system, altering the integrity which left no traces to detect the attack 

sooner. The presented solution effectively detects these changes in the system by periodically 

checking the integrity of the files and directories in the system. 

There are several critical factors that underscore the significance of file integrity monitoring in 

today’s digital landscape, data is at the core of most activities, both in personal and professional 

contexts. Protecting this information from unauthorized access, tampering, or loss is crucial. 

There are many cases where there are significant consequences, such as data breaches, financial 

losses, and reputational damage2. 

Any unauthorized remote access in any organization system can allow them to execute 

command at OS. This kind of attacks also known as shell attacks work using typically small 

 
 
1 https://sbgsmedia.in/2018/05/10/2261f190e292ad93d6887198d7050dec.pdf  
2 https://www.csoonline.com/article/534628/the-biggest-data-breaches-of-the-21st-century.html 
 

https://sbgsmedia.in/2018/05/10/2261f190e292ad93d6887198d7050dec.pdf
https://www.csoonline.com/article/534628/the-biggest-data-breaches-of-the-21st-century.html
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piece of malicious code written in various form of coding languages like java, python php, jsp, 

etc. These malicious codes are usually implanted in an executable file which when executed 

gives remote access to the command line of the system to attackers. The attack can be 

performed as bind shell or reverse shell. In bind shell the target machine acts as a listener, but 

traditional firewalls usually detect this attack and block them. However reverse shell, where 

the attacker machine is the listener, it can bypass these firewalls because this time the target 

machine tries to connect to the attacker machine, which is an inside out connection. To perform 

this kind of attack an initial access is required for an attacker to implant these malicious code 

files in the system, the presented solution not only checks the integrity of the file but also 

detects any addition of files. These files when recognized as added are then immediately 

scanned using a library of Yara rules which can notify the user with the details of the file been 

added. If the file is detected as malicious, further actions can be performed to isolate the 

machine and blacklist the Internet protocol (IP) addresses connected to the system. 

 

 

Figure 1: Attack vector 

1.1 This presented solution tries to answer the Question: 

How Can FIM system be optimized to detect the malicious contents in the files? 

1.2 The Objective of the presented solution is to: 

To develop and implement a solution for optimizing monitoring the integrity of files, 

which is lightweight and is not installed on kernel levels of the system. And to detect any files 

in the system and directories with their malicious content. 

FIM plays an important role in compliance with CIS critical security controls which offer a 

structure for controlling cybersecurity risks and preventing attacks in environments that are on-

premises, cloud-based, or hybrid. FIM specifically assists with the implementation of CIS 
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Control 43 . Currently, there are two ways to keep an eye on file integrity: real-time monitoring 

and periodic monitoring(Tang et al., 2014). These depend on the operating system and some 

like tripwire (Kim & Spafford) install as an agent or kernel module. Installing them on kernel level 

in an organization can expose the organization to potential risks. There are few solutions as the 

isolation aspect of the virtual machine (VM) architecture can strengthen the monitoring system, 

VM based security mechanisms offer a novel technique to lower these risks (Mishra et al., 

2017; Win et al., 2014). Monitoring services are always included in the VM, a layer that sits 

between the upper operating system and the underlying hardware, in VM based systems. Thus, 

malware cannot identify or compromise them. Two categories of VM based file integrity 

monitoring solutions now in use are (Gupta S, 2012; Xiang et al., 2010) that demonstrate one 

approach, which checks the properties of the files and modification time. Another approach by 

(Asrigo et al., 2006). These file integrity monitoring tools are sophisticated and have semantic 

gap problems (Shi et al., 2018a) files, but cannot define what kind of file has been added to the 

system. Knowing what the file is and how it can harm the system is important for users to make 

better decisions in isolating and further analyse the attacked system.   added to the system. 

Knowing what the file is and how it can harm the system is important for users to make better 

decisions in isolating and further analyse the attacked system. 

This paper presents a programme for monitoring integrity of these system files and is also 

integrated to detect and report the type of files when any alerts is raised from the system 

regarding the modification of them. This solution helps in understanding any files in the system 

which can be malicious when executed, by scanning it before any actions are taken by the user. 

This method keeps the environment secure once any malicious activity is detected. Helping 

users to make better decisions with security factors. To achieve these results, the programme 

uses python as the base language, and for the integration part Yara rules are be used. The Yara 

rules can be created by the users to detect particular type of files which makes the system more 

secure and flexible. The programme is having some predefined Yara rules for demo purpose, 

but there is scope to add new ones for more functionality. 

The remaining content is organised as follows: Section 2 gives a review of the previous work 

done in this field of study and a summarised table of the literature review. Section 3 gives a 

brief of the methodologies followed to derive the presented solution and gaps in previous 

work. Section 4 and 5 give the design specifications and implementation phase of the 

application with the challenges faced. Section 6 is about evaluating the presented solution 

and the experiments carried to optimize it to detect more malicious contents. In the final 

section 7 provides a summery of all the work completed and suggests potential future actions 

for future development of the work to identify a more ideal and optimised solution. 

 

2 Related Work 
This section presents an analysis of the research relating to subjects like various security testing 

methodologies being integrated into the FIM systems. The most popular and extensively 

utilised FIM systems are thoroughly examined to see if the added files scanning components 

 
 
3 https://www.cisecurity.org/controls/secure-configuration-of-enterprise-assets-and-software  

https://www.cisecurity.org/controls/secure-configuration-of-enterprise-assets-and-software
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can be integrated without violating the fundamentals of continuous verification and integrity 

checks(Kedgley, 2014; Wilbert & Chen, 2014). 

2.1 Kernel level file integrity monitoring 

There are a few systems like tripwire (G. H. Kim & Spafford, 1994), AIDE4 (Advanced Intrusion 

Detection Environment), Osiris and Samhain (Wotring & Potter, 2005) which uses digital signature 

comparison to find potential changes to the files under observation. The downside is that they 

are all experiencing "delay detection" issues. Between the examination intervals, an intrusion 

could be launched by outsiders. There is not a perfect answer because this is a result of the 

designed scheme. In order to identify when a particular file is modified in real time, SNARE 

(System Intrusion Analysis and Reporting Environment), and I3FS (Patil et al., 2004) are file 

system layer implementations that intercept and trace down the associated VFS system calls. 

However, they require patching the monitored systems kernel, which is not always acceptable 

in the production system. 

Higher assurance execution environments have been attempted to be built by a number of 

earlier systems in an effort to shield applications from malicious operating systems. To a 

certain extent, these techniques can also protect sensitive files. To ensure the integrity of the 

OS Kernel (Rhee et al., 2009) and (Xu et al., 2007) employ virtual machine introspection and 

interposition technologies to restrict access to sensitive kernel items within a single virtual 

machine. But while they shield kernel items like the interrupt table and kernel text, they are 

unable to stop unauthorised memory access to the file system cache and have the performance 

loss is quite evident. A few other initiatives, including (Azab et al., 2014; Santos et al., 2014) 

and (CriswellJohn et al., 2014) investigated transforming the original design into a protective 

mode. But these typically require significant adjustments to the way apps are developed and 

utilised. Such drastic changes present a significant obstacle to adoption (Shi et al., 2018b). 

2.2 Virtual Machine File Integrity Monitoring 

There are two prominent approaches for file system integrity monitoring in virtual machine 

environments, multi byte no operation (NOP) Injection technique and the Xen OS VMGuard 

file integrity monitoring solution. Them NOP injection addresses the challenges associated 

with virtual deployments. It is a debugger that makes use of breakpoints that are temporarily 

kept and watched by the gee compiler for NOP instructions. The lguest process thread 

administers NOP File System Integrity Tool (NOPFIT) processes, imposes security policies, 

and collects information about breakpoints. A kernel object parser keeps track of changes to 

the stack pointer inside the kernel. Similar approach by INT3FIT but uses 900 ms more than 

NOPFIT (J. Kim et al., 2010). But reliance on a debugger like NOPFIT introduces a potential 

single point of failure and may be susceptible to attacks targeting the debugging tool. Also, the 

injection technique adds complexity to the system, potentially increasing overhead, and 

resource utilization. And The approach may not be universally applicable, as it is tailored to 

specific virtual machine software and may not seamlessly integrate with other platforms. 

 
 
4 https://aide.github.io/  

https://aide.github.io/
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Another monitoring tool for virtual machines is XenFIT but needs to use Xen OS to use it. 

Their solution is native to the Xen environment and operates in real time. Breakpoints are used 

by XenFIT to identify when action has happened. After that, correlation is used to examine 

system calls made by the environment. Additionally, rather than storing the system attributes 

remotely, this approach uses a unique security policy for each device. The DomU kernel 

component can then be used by XenFit to gather data about the activity if a violation is 

discovered. Similarly VMGuard is a solution designed for virtual machines, The tool monitors 

privileged access to the virtual machine's management console (Domain0 in Xen) to detect and 

prevent malicious activities. VMGuard's architecture involves distributing predefined policies 

using GuardDomainU in trusted mode, followed by logging integrity measurements and 

comparing them to the latest environment measurements(Jin et al., 2010; Wang et al., 2012). 

The major limitation is that the solution is tightly coupled with the Xen operating system, 

limiting its applicability to other virtualization platforms. Also, the performance evaluation 

focuses on specific scenarios, and generalizability to diverse virtual machine use cases may 

require further exploration (Velten et al., 2013) (Fang et al., 2010). 

2.3 Blockchain and Smart contracts 

Blockchain makes it possible to create a decentralized database where organizations or 

institutions can conduct verified transactions without any party being able to exert control over 

the market. There are previous studies that have presented a solution that can check the integrity 

of files kept in the cloud by an external party without disclosing the contents of these files.  The 

architecture in question offers a protocol built on challenges that result in a consistent and 

minimal usage of network bandwidth. Additionally, it provides a technique to balance the load 

of checks that accelerate or decelerate based on the behaviour of the storage service, all based 

on principles of computational trust (Pinheiro et al., 2018). However, the major limitations of 

these are the need for total faith in the third party service handling the integrity check of the 

files hosted in the cloud, there might be issues while conducting audits in terms of processes 

and outcomes. Also, it creates a major dependability on the storage service providers to 

maintain a service available 24 hours a day exclusively to receive the challenges submitted by 

the integrity check services (Pinheiro et al., 2020)(Pinheiro et al., 2021). 

 
Table 1: Literature review 

Title Authers Approach Limitations 

Kernel level 

file integrity 

monitoring 

G. H. Kim & 

Spafford 

(1994), 

Wotring & 

Potter (2005), 

Patil et al. 

(2004), Rhee 

et al. (2009), 

Xu et al. 

(2007), Azab 

et al. (2014), 

Digital signature comparison: 

Systems like Tripwire, AIDE, 

Osiris, and Samhain use digital 

signatures to compare and identify 

potential changes to monitored 

files. 

File system layer 

implementations: SNARE and 

I3FS intercept and trace VFS 

system calls to identify real time 

modifications. 

Delayed detection 

issues in some of the 

systems.  And kernel 

level installations for 

monitoring solutions. 

Also, performance loss 

observed in certain 

techniques and 

significant adjustments 

to application 
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Santos et al. 

(2014), 

Criswell John 

et al. (2014), 

Shi et al.  

Higher assurance execution 

environments: Techniques use 

virtual machine introspection and 

interposition to protect sensitive 

kernel items.  

development and 

utilization 

Virtual 

Machine 

File 

Integrity 

Monitoring 

J. Kim et al. 

(2010), Fang 

et al. (2010) 

NOP Injection technique: 

NOPFIT and INT3FIT use 

breakpoints to identify changes in 

virtual deployments. However, 

reliance on a debugger introduces 

potential single points of failure 

and may be susceptible to attacks. 

Injection technique adds 

complexity and may not be 

universally applicable. 

Xen OS VMGuard: XenFIT and 

VMGuard monitor file integrity in 

Xen environments 

These techniques rely 

on a debugger that 

introduces potential 

single points of failure 

and may be susceptible 

to attacks. Injection 

technique adds 

complexity and may not 

be universally 

applicable. 

VMGuard is tightly 

coupled with Xen OS, 

limiting applicability to 

other virtualization 

platforms. 

Blockchain 

and Smart 

contracts 

Pinheiro et al. 

(2018, 2020) 

Blockchain-based solution: 

Utilizes blockchain to create a 

decentralized database for file 

integrity checks in the cloud. The 

protocol addresses challenges in 

network bandwidth and load 

balancing based on principles of 

computational trust. 

Dependencies on third 

party services for 

integrity checks. Issues 

in audit processes and 

outcomes and reliance 

on storage service 

providers for 

continuous availability 

 

Research Niche: The presented technique is inspired from all the above works but is 

different in some aspects, the major one is that it is a very lightweight technique that 

continuously monitors the integrity of files, with minimum delay in notifying any 

modifications in the files and directories. Moreover, it uses a technique which detects if the 

files are malicious or not before executing or extracting them. There are few rules predefined 

while checking the file for any malicious contents but gives users an option to add more rules 

to precisely identify the files, avoiding any kinds of attacks resulting from a file addition. 

 

3 Research Methodology 
 

Based on the literature review there is no FIM technology that checks what files are added or 

detects any malicious contents from these added files. The research methodology for creating 

a solution that can check the contents in the files without opening it was solved using Yara 

rules. This solution involved several main phases, including an analysis of prior research in the 

field, a search for software-based solutions to the research aim, selection of the core issue type 
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that would be the focus of the remaining research cycle, a breakdown of file integrity 

monitoring systems requirements, the actual implementation of the application for detecting 

the changes, an assessment of the developed product, and additional aspects pertaining to future 

work and possible solutions. 

 

Figure 2: Research Methodology. 

While Stages 5, 6, and 7 are covered in full in later sections of the research, the descriptive 

details for Stages 1-4 are provided in the section that follows. Stage 2 of the research process 

started with an analysis and determination of the current solutions in the market, whereas Stage 

1 was covered in the earlier sections of the work (as part of the related work). As stated in the 

most recent part of the literature review, there is no solution which detects the contents in files 

added in the system. 

3.1 Determining the gaps to be addressed 

Whenever a file is added it is important for a user to get alert about it, as the file can be a 

malware with suspicious indent. There are many cases where malwares are executed just by 

opening a certain type of file. OWASP5 has a separate blog post for unrestricted file uploads 

and the significant risks. So, this is important issue which can be integrated in file monitoring 

systems as it is effectively used in organizations and also comes under compliance and 

governance. Since to read a file and understand the malicious and non malicious contents in it, 

a solution was required which will solve it. To overcome this challenge the presented solution 

uses Yara rules with file integrity monitoring to detect these files additions and its contents. To 

configure this Yara must be installed on to the system. There is no application for performing 

any checks as Yara uses a CLI to perform the task. To check whether a file is malicious or not 

a particular type of malware was studied. This malware was a password stealer malware also 

known as fareit, the malware was analysed and the Yara rules were created according to the 

string available in the malware file. This made sure that when a Yara rule scans this malware 

it finds these strings or words in the malware and notifies the users with it. 

 
 
5 https://owasp.org/www-community/vulnerabilities/Unrestricted_File_Upload a 

https://owasp.org/www-community/vulnerabilities/Unrestricted_File_Upload
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3.2 Developing the application 

As this file integrity monitoring continuously checks for modifications and changes in the file 

system and checks for newly added files, it must be lightweight, this is why a simple hash of 

files is saved for future comparison and a different loop for different functionalities were made.  

To create a file integrity monitoring system it needs to read the files from the system to start 

monitoring. To read files shell scripting is the best solution as shell scripts are handy for file 

and directory operations. They can be used to search, copy, move, delete, and manipulate files 

in a systematic way. This makes it beneficial for organizing and maintaining file systems. As 

this process runs in the background, Shell scripts allow users to automate repetitive tasks, 

reducing manual intervention and saving time. This is particularly valuable for tasks where the 

files are monitored continuously. But to start off with the implementation part, powershell was 

used as it gave a direct command line interface, a simple monitoring system that uses the secure 

hash algorithm (SHA256) algorithm to save hashes was designed using powershell which 

performed the basic tasks of creating a baseline and continuously monitoring the files, a 

baseline has all the hashes of the files saved before initializing the monitoring, and when the 

monitoring starts it uses this as the base for comparing the continuously extracted hashes, the 

solution was also successful in notifying the users about modifications and file addition or 

deletion. But when a file is added into the system it should be notified with a file added 

notification and the hash value of the file. In addition to this according to the presented solution 

it should also use Yara rules on the newly added files and define if they are malicious or not. 

When the implementation of this was initiated, there was a need for different methods to call 

which made it very complex to code it in powershell. Taking into consideration powershell 

was not a preferred language used as it had a limited number of libraries and methods to 

impose.  

 

As there was a need for scripting languages with various features python language was used, 

the coding in python was started with the new purpose of solving the novelty problem of 

finding the hash and imposing Yara rules functions. Hashlib was used to create SHA256 hashes 

of the files as it's part of the python standard library, making it readily available without 

additional installations. Users can keep the same baseline if there are no changes in those files 

for a long period of time. However, if a user wants to change the file, they must create a new 

baseline before starting monitoring. This is to ensure that all the files have a new hash saved in 

baseline and are not compared with older ones giving false positive results when monitoring is 

started. 

 

4 Design Specification 
 

This section explains how a piece of built software can evaluate live scan results for a web 

product automatically, analyse them for later use, make necessary adjustments to address 

misconfiguration problems, and then retest the configurational file modifications. Section 4.1 

provides more details about the roadmap workflow used in the software component's 

development. Section 4.2 describes the architecture of the FIM model and offers the option to 

include the software component from Section 4.1 in its design scheme. 



   

 

9 
 

 

4.1 Yara Rules creation 

A process roadmap was made, as seen in Figure 5, in order to specify the precise aspects of the 

implementation and to reduce the scope of the research. Choosing a method that has scanning 

features of the file and presenting them, deciding on a testing object or malware, selecting a 

tool to analyse the malware for testing it with Yara rules and then implementing a software 

solution taking considerations of all the metrics that could be used to show the advantages of 

the developed approach were the main steps of the research route. 

 

 

Figure 3: Roadmap to specify the workflow of FIM. 

Although most of the above phases have already been covered in the earlier portions of this 

work, the focus was placed on analysing the capacities of Yara rules which provide a brief of 

different malwares according to the created rules. With regards to this the file hash of this 

malware is also presented so that it can be checked for any previous histories. As a result the 

final architecture is described in figure 4 in which whenever a file is inserted Yara rules gets 

activated and scans it immediately for its contents. The remaining tasks rely on how the Yara 

rules are configured to detect the malware contents in the file.  

 

 

Figure 4: Architecture of the FIM system developed. 

 

5 Implementation 
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File integrity monitoring is used on a wider scale from small businesses to top tier companies, 

this ensures the integrity of the file systems. There are tools available in the market that are 

used by the organization, but they lag in detecting or notifying the users. Moreover, this can 

put the organization at potential risk with crucial files in the system.  to overcome these issues, 

an in house FIM solution is needed which can be lightweight and efficient. To monitor the 

system files power shell was used, but the low availability of various features and libraries 

made it difficult to assign all the features to this system. Python which is another shell language 

was used in a later stage where all the features were tested before compiling them in a single 

code.  

 

Figure 4: Flow Diagram 

 

Before starting the monitoring part, the main thing is to create a baseline of files we want to 

monitor. For instance, if there is a need to monitor files in a particular directory, it is fed to the 

application. Once done a baseline needs to be created which saves the hash values of the desired 

files in it, which is used while monitoring to compare it with the latest hash values. A simple 

change in the files drastically change the hash values of these files. The baseline has hash 

values and the path of the file, which will help while comparing of file hashes, and creates no 

problems with understanding what hash belongs to what file. When monitoring is started and 

there is a change in any of these files the compare function won’t recognize the hash values 

and notify the user about the changes in the system. The comparing function is set to compare 

the hash values for every second by default but can be changed according to the importance of 

the files. If there is any deletion of files from the selected directory, the compare function will 

read a null value for the scanned files with the baseline and hence notify the user about the 

deletion of the file. If there is an addition of files in the system, users not only get notified about 

it but also get the hash value of the added value. Users can then check the hash values on online 
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websites to understand if the added file is malicious or not. If the file is malicious further 

actions like isolating the machine can be initiated by the users. But what if the malware is a 

new version and the hash is not yet listed on the websites, to overcome this problem the 

application has a set of solutions that it implements as soon as the file has been added to the 

system. The application has some predefined rules by which it checks what is there in the file 

added. These rules can be modified according to the organization's architecture and the file 

systems. These rules also known as Yara rules can be very beneficial as they are able to scan a 

file without opening or executing it. It uses a search system where it checks for malicious 

content in the files and gives an output accordingly. It notifies what are all the malicious 

contents in the file and gives a score so the users can act as per the protocols. 

 

6 Evaluation 
 

As all the system is up and running any changes in the file system are reported to the users. 

While creating the baseline it accurately captures the hash values and file paths of the desired 

files, saving them in the text file for future use. Analysis was performed to check the precision 

and accuracy of the presented monitoring system. High precision and recall values indicate a 

robust monitoring system with minimal false positives and false negatives. This underscores 

the reliability of the system in capturing file changes accurately, establishing a solid foundation 

for practitioners relying on precise file integrity monitoring. 

The notification module's real time alerting capabilities were thoroughly examined under 

varying test scenarios to assess the timing and accuracy of notifications. Response time metrics, 

including notification delivery time and the time taken to identify file changes, underwent 

statistical analysis. Average response times were compared against defined benchmarks to 

ascertain the system's responsiveness, as soon as there was any change the notification timings 

were around 30 milliseconds, which is much better than other systems. The system exhibited 

prompt notification delivery, meeting, or surpassing industry standards for real time 

responsiveness. This finding is important for users who rely on timely alerts to address security 

incidents instantly and efficiently.  

The Yara rule engine, designed for proactive threat detection, underwent evaluation by 

introducing files with known malicious content and assessing the systems ability to identify 

and score threats accurately. Effectiveness metrics, including true positive, true negative, false 

positive, and false negative rates, were employed for better understanding of the Yara rule 

capability to distinguish between malicious and non malicious content. When experimenting 

with password stealer malwares the true positives were 80 and false positives were 10, the false 

negatives were around 5, these overall results made the precision as 0.88 and recall value as 

0.94 making the f1 score as 0.91. 

This value indicates a balance between precision and recall, and a higher F1 score suggests a 

better performing model. This capability enhances the systems proactive defence, providing 

users with a powerful tool for threat detection. Few experiments were performed to get the 

accurate observations from the system. It was observed that more precise the Yara rules are 

created, the system was significantly able to detect the malicious files. The significant 

experiments are mentioned below. 
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6.1 Experiment 1 

 

Figure 5: Yara Rule 1 

In this experiment, specific types of malwares were used like password stealers or spywares. 

As there were few Yara rules predefined in this research, in the testing phase whenever a file 

was added it scanned the file with this predefined Yara rule. Whenever a file is added the 

SHA256 hash is saved in a document, this was very precise as whenever a file was added, even 

the non malicious file hash was saved there, which was used for checking it on websites like 

Virus total. To create a Yara rule few of the malwares were studied and the rules were created 

accordingly. Whenever a malware interacts with these predefined rules is added purposely 

while experimenting, the Yara rules did their work giving the notification with results of 

detected strings or contents. For instance, when a password stealer malware was added to the 

monitoring directory, there was a notification stating new file added, but the Yara rules detected 

the contents from the file with malicious strings and notified them as well. Similar such files 

were added to the monitoring directories and according to the rules added the files were shown 

their malicious content for which they were filtered out. For every similar password stealer 

malware added, the Yara rules were able to detect them. Whenever a malware was added and 

the Yara rules were not able to detect them, the hash was checked, as for every added file hash 

is calculated and saved in a different file. This de it easier to find the known malwares. But 

when new malwares or distinct types of malwares were added, hash values justified them, but 

Yara rules did not detect them, so a new experiment was initiated. 
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Figure 6: Yara rule detecting added malware. 

6.2 Experiment 2 

This experiment was performed to check if the Yara rules when redefined are able to detect 

more numbers of malwares. When diverse types of malwares were checked with the monitoring 

system, only the rules which were catching them were reported as malicious, but few malwares 

and shells went undetected from the Yara rules. Although the hashes were compared to check 

if those are malicious or not, as the technology is evolving many malwares go undetected. 

There might be cases in an organization where new malware is used to attack and the hash 

values are not available on these websites like Virus total. Or there can be a situation of shell 

attacks where a file hash would not be sufficient. In this experiment, many new malwares were 

taken, and these went undetected, so the Yara rules were added with the previous rules 

according to the newer added malwares. When these experiments were again performed, the 

Yara rules were able to correctly detect them. 
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Figure 7: Adding more Yara rules to the file. 

 

 

Figure 8: Redefined Yara rule detecting newly added malware. 
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6.3 Discussion  

While experimenting basic functionalities, the file integrity monitoring system precisely 

notifies the modifications and deletions part of the part with minimum delays. The simple 

modifications like adding s string in a file, has also been detected and the hash is drastically 

changed, and the compare functions precisely detects it triggering the notification. As soon as 

the null value is found by this compare function it understands that a file has been deleted and 

notifies it as well. When new files are added the systems gets proactive taking the hash of that 

file and notifying the user about file addition and the corresponding file hash. The users can 

check this hash value on websites like Virus total and the Yara rules to find the contents of the 

file so users can recognize if the file is malicious or not. 

The crux of the challenge is encapsulated in formulating Yara rules; the greater the specificity 

of these rules, the more accurate the detection outcomes will be. There can be cases where false 

positives are notified by these Yara rules. This situation may arise when these rules are over 

defined, like in a situation where the user adds a genuine file to the system and the Yara rules 

can find some strings or contents in that file triggering a false alert. So, to overcome these types 

of changes the developers can use secure coding languages and can check for the defined Yara 

rules to avoid the false alerts. The users can also stop the monitoring system and add complete 

the desired changes. Once all the changes are completed new baseline should be created before 

monitoring or else the system will use the older baseline to check these newer files and give 

false alerts. So according to the literature review this system not only acts like a file integrity 

monitoring system but also tells weather the added files are malicious or not. The only 

limitation is with the optimization of Yara rules, more specific these rules are, the system will 

be more accurate. 
 
 

7 Conclusion and Future Work 
 

The objective of this research is fulfilled as the system works with the f1 score of 0.91. The 

solution was precise enough to work as a normal file integrity monitoring solution but was also 

able to detect and alert the users with malicious file additions. The f1 score or the accuracy of 

the system can be increased by creating the Yara rules which are specifically designed 

according to the need of organization, for example if an organization feels that they can be a 

victim of password stealer malwares, the Yara rules should be optimized according to those 

malware files. The key finding of this solution is that Yara rules are pretty good in checking 

the contents of any files without ever opening or executing them, and integrating these rules 

with file integrity monitoring gives us a secure solution to defend against malware attacks. The 

system was efficient enough as it was able to notify the user within a span of 30 milliseconds 

and gave the correct outputs for all the basic functionalities of the system. The only limitation 

lies in defining the Yara rules by the users, more specific the Yara rules, more malicious content 

is notified. The future work on this system can be implemented on securing baseline, for 

databases which are just used to store the backup files, the baseline of these can be pushed to 

blockchain securing it and there will be no possibility for an attacker to change the baseline. 

The current system does not focus on securing a baseline, but this method can be implemented 

to secure it. The system is not capable of securing files which are updated periodically like log 
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files. As these files are updated again and again the hash of these file keeps changing, so a 

method that can save the temporary image of the file and compare it with previous one can be 

implemented. Newer integration of features can also be implemented to make it more secure 

and precise in detecting malicious files. 
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