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Introduction:
In this research project we did the parallel execution of the two docker

Images for the detection of the vulnerabilities which is achieved by
implementation of a multithreading method using python where two docker
Images can be scanned simultaneously and the workload is split between the
threads. This configuration manual is a step-by-step guide to install, setup,

implement and automate complete workflow.

Configurations:

Tool Version
Ubuntu 20.04
Git 2.25
Python 3.7
Java (for jenkins installation) openJDK 17.0.9
Jenkins 2.435
Trivy 0.48.0
Docker 24.0.5

Implementation:

Step: 1 Setting up Logger.py and exception.py modules for tracking and
handling the errors during the application run time. (krishnaik06, 2023)




error message detail(error, error detail:sys):
_, _,exc_tb = error_detail.exc_info()
file_name = exc_tb.tb_frame.f code.co filename

] line number [ ] error mes

[{2}]".f (
return erro r_message

(
__init (self, error_message, error detail:sys):
(). _init_ (error_message)
.error_message = error_message detail(error_message, error_detail=error detail)

_ str_ (self):
return .error_message

logging.basicConfig(
filename=L0G_FILE PATH,
format="[ ]
level=1logging.INFO,

Step 2: Get the images for scanning is obtained by reading the
docker img list.txt where image names that needs to scanned are stored

GNU nano 7.2 docker_img_list.txt
1ET

Step 3: In the multiprocess.py module the scanning method is
implemented for scanning the images.



f'{image name}

() .name
() .name

* {threadName} * {image name} \

. (image name)
)

scan r subp (scan_image. ().

logging. i B

7.

* {threadName} * {image name}

)

Step 4: Bind the scanning function with the multithreading function to
achieve parallel scanning in the app.py module.

15 =i|irna-;1& name, ))

Automating the Process:
Jenkins used for automating the pipeline.



commit

Jenkins

EEEE—
Web hook docker
CICD
Image Build

N

Scanning

aqe

trivy

\

Push to Docker WdOCker

Hub

A,

Setup the environment:
Create the AWS EC2 instance with t2.medium and ubuntu 20.04 AMI.
In the AWS dashboard click “Launch Instance” and choose Ubuntu server 20.04
LTS as a AMI and Instance type as t2.medium

Amazon
Linux

aws

macos Ubuntu
L ubuntu®
‘Mac

windows

% Microsoft

Red Hat

8, RedHat

Amazon Machine Image (AMI)

Q

Browse more AMIs

Including AMIs from
AWS, Marketplace and
the Community

Virtualization: hvm

Ubuntu Server 20.04 LTS (HVM), SSD Volume Type
ami-08e2c1aB8d17c2fe17 (64-bit (x86)) / ami-05f290e7e87696c29 (64-bit (Arm))

ENA enabled: true  Root device type: ebs

Free tier eligible

v

Description

Architecture

64-bit (x86) v

AMIID

ami-08e2c1a8d17c2fe17

Canonical, Ubuntu, 20.04 LTS, amd64 focal image build on 2023-10-25

Verified provider

Instance type

¥ Instance type info | Get advice

t2.medium

Family:t2 2vwCPU 4 GIB Memary
On-Demand SUSE base pricing: 0.1464 USD per Hour
On-Demand Linux base pricing: 0.0464 USD per Hour
On-Demand RHEL base pricing: 0.1064 USD per Hour
On-Demand Windows base pricing: 0.0644 USD per Hour

Current generation: true

Additional costs apply for AMIs with pre-installed software

(P All generations

Compare instance types

¥ Summary

Number of instances  Info

K

Software Image (AMI)

Canonical, Ubuntu, 20.04 LTS, ...read more
ami-08e2claBd17c2fe17

Virtual server type (instance type)

t2.medium

Firewall (security group)

Mew security group

Storage (volumes)

1 volume(s) - 8 GIB

6] Free tier: In your first year includes
750 hours of t2.micro (or t3.micro in
the Regions in which t2.micro is
unavailable) instance usage on free
tier AMIs per month, 30 GIiB of EBS
storage, 2 million 10s, 1 GB of
snapshots, and 100 GB of bandwidth
to the internet.

X

Cancel Launch instance

Review commands

Install required packages:

e Jenkins
e Trivy




e Docker
The above said packages are installed by shell scripts inside the installation
directory

Step:5 Once installed, it's accessible at the port number <public_ip>:8080 from

the server.
By adding the new item in the dashboard, we can add the new job based on the

type of pipeline.

‘%_ Jenkins Q  Search (CTRL+K)

Dashboard

+  Newltem 7 Ad

22 People Al +

& Build History
Last

S w Name | Last Success Last Failure q
Duration

@© Project Relationship

Step: 6 This job type takes a Jenkins file from the GitHub repository which is
written in the groovy language which can be modified easily according to the
needs of the user.

The configuration of the pipeline is shown below



Dashboard shivam_project Configuration

) scM 2
Configure
Git
@3 General o
Repositories 7
f’ Advanced Project Options
Repository URL 2
@ Pipeline

https://github.com/shivamt002/enhanced_container_security

Credentials ?

-none -

Add ~

Advanced v

Add Repository

Branches to build 72

Branch Specifier (blank for 'any') 2

*/main

Add Branch

Repository browser 7

{antn)

m -2

Step : 7 The above pipeline has three stages
e SCM checkout

e Image Build
e Image Scan

Step: 8 For a docker image, a sample to-do list application is used from official
docker hub documentation. It can be found here, https://docs.docker.com/get-
started/02 our app/

RUN yarn install --production
["node”, inde ]



https://docs.docker.com/get-started/02_our_app/
https://docs.docker.com/get-started/02_our_app/

Step: 8 All the artifacts and the code has been stored in GitHub repository and
GitHub webhook is then integrated with Jenkins pipeline to trigger the pipeline
In case any changes occur.

ntainer_security

s (0 Actions [ Projects [0 wiki - D Security |~ Insights 5 Settings

© General Webhooks Add webhook

Webhooks allow external services to be notified when certain events happen. When the specified events happen, we'll send
£, Collaborators a POST request to each of the URLS you provide. Learn more in our

) Moderation options
J p Edit Delete

Code and automation

¥ Branches

O Tags

Step: 9 Now, our pipeline is ready to run the jobs which can be triggered
automatically if any event happens in the github repository.

Stage View
SCM Checkout Image Build Image Scan
Average stage times: 556ms 910rms 7s
(Average full run time: ~13s)  © -
pect0 578ms 1s 4s
11:37
Dec07 535ms 587ms 11s
19:35

(13

Step: 10 The result files can be found in the jenkins workspace which is
Ivar/lib/jenkins/workspace/
<job_name> “
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