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Configuration Manual 
 

Chandhiya Ramasamy  

Student ID: X22105042 
 

1 Introduction 

 
This manual outlines a step-by-step configuration guide for implementing the Isolation Forest 

algorithm, Logistic Regression, and Support Vector Machines (SVM) for the detection of fake 
data in the Common Vulnerabilities and Exposures (CVE) dataset. 

 

2 Software Requirements 

 
1. Operating System: The code provided should work on any operating system (Windows, 

macOS, Linux).  
2. Install Python from python.org or use a package manager like Anaconda. 

3. Development Environment: Use an integrated development environment (IDE) such as 

Jupyter Notebook. 

4. Machine Learning Libraries: Ensure you have machine learning libraries like scikit-
learn installed. 

5. Libraries: Import necessary Python libraries: ‘pandas’, ‘numpy’, ‘scikit-learn’, 

‘matplotlib’, ‘seaborn’, ‘plotly.graph_objects’ , ‘plotly.express’ , IsolationForest’, 
‘RandomForestClassifier’, ‘confusion_matrix’, ‘accuracy_score’, ‘precision_score’, 

‘recall_score’, ‘f1_score’, ‘roc_curve’, ‘auc’, ‘precision_recall_curve’, 

‘LabelEncoder’, ‘SVC’ , ‘LogisticRegression’ in Jupyter notebook. 

 

 

Figure 1. Library Import 
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3 Load the CVE Dataset 

 
Download the CVE dataset from Kaggle which is Available at: 

https://www.kaggle.com/datasets/andrewkronser/cve-common- vulnerabilities-and-

exposures?datasetId=500243. (Random 10000 records have been chosen for processing) 
 

Load the augmented dataset with original and bogus data into a Pandas DataFrame. 

 

 

Figure 2. Augmented CVE Dataset 

 

4 Data Pre-Processing 

 
Convert categorical values into numerical values using label encoding. 

 

 

Figure 3. Label Encoder 

 

5 Data Visualization 

 
Create Correlation Matrix among variables and plot it as a heatmap. 

 

 

Figure 4. Correlation Matrix 
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6 Split Dataset 

 
Using train_test_split , divide the data into training and testing sets. 

 

 
   Figure 5. Training and Testing Dataset 

 

7 Classifiers 

 
Import and initialize all the models one by one. 
 

Train the models using the trained dataset (real + augmented). 

 
Plot confusion matrix, roc curve, auc for all the models 

 

 

Figure 6. Import Classifiers 

 

8 Performance Evaluation 
 

Use test dataset to assess the model's performance using relevant metrics , such as accuracy, 

precision, recall, and F1-score. 
 

 

Figure 7. Performance Evaluation 

 


