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1 Introduction

This section delves into the tools essential for constructing the model and integrating
eXplainable Artificial Intelligence (XAI) tools, providing detailed insights into the expec-
ted file outputs. To commence, ensure that Python 3.6 or a later version is installed on
the system. Open the main folder ”postgraduate-thesis”; if your Python version exceeds
3.6, run ”pip install -r requirements.txt” to install the necessary dependencies. With the
prerequisites in place, the project is set to be built. The final contents of the projects
are in the ’final’ directory. Additionally, this folder contains the file balance-dataset.py
for balancing the dataset, distribution-dataset.py for plotting the dataset distribution
class-wise, and the file lime-explainer.py for running Lime explanations. The model.py
file holds the file architecture, the train.py for training and saving the model, the word
and character tokenizer are contained in files with the extensions .pkl, and the models
are saved with the extension .keras or .h5. This documentation includes screenshots and
code snippets for a comprehensive guide through the configuration process, ensuring a
seamless setup for executing the Dynamic Convolutional Neural Network (DCNN) model
integrated with XAI tools.

2 Model

In the below code snippet, we start by importing the necessary modules and libraries
necessary to the architecture of the Dynamic Convolutional Neural network

Figure 1: Importing Modules

Below is the models architecture which involves using word and character embedding
which are later connected and fed into the dense layers.

1



Figure 2: Building Model

After building the models architecture, This section provides code snippets on the
process used to completely build the model into an executable file.

First, the model is imported and all the necessary libraries and modules such as keras
and scikit-learn that are necessary for the training of the model

Figure 3: Importing Model

Then data is loaded from the csv file and convert it into a list of text and labels for
processing

Figure 4: Loading The Dataset

With the list and labels converted to a list, the sequences can now be tokenized and
padded into numbers that the model can understand for feature extraction

Figure 5: Padding And Tokenizing
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This function covers the training step where the output of all the above steps are
aggregated and fit into the model for training. Fitting the dataset into the model usually
takes time. After training, the model will be saved. Tokenizers for each step will also be
saved in a .pkl file so as to be used in the prediction.

Figure 6: Training The Model

The final section is the main section of a python file. This will be the entry point for
the file

Figure 7: Python Main

3 Data Balancing

This section addresses the critical aspect of data balancing and its significance. The
provided code snippets are designed to achieve downward data balancing. Given the
initial dataset comprising over 650,000 URLs unevenly distributed among various classes,
the objective is to transform it into a balanced dataset, aiming for 30,000 URLs in each
class. This approach is particularly essential as the lowest class currently contains 31,000
URLs. The primary goal of data balancing is to mitigate bias in the model, fostering
improved training and enhancing overall model performance

This section covers importing all the necessary modules

Figure 8: Importing Module

This section covers the rebalancing section where the dataset is rebalanced downwards
giving each classification 30, 000 URLs
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Figure 9: Code To Resample Data

4 Plotting Data

This section involves plotting data using matplotlib. Plotting data is essential as it
allows for clear insight into the distribution of the dataset. The code screenshot below is
responsible for plotting and displaying the dataset used in training the model

Figure 10: Plotting The Data On A Graph

5 Model Prediction And Explanation

This section entails the execution of a test scenario involving a sample URL to obtain
predictions and XAI (Explainable AI) explanations. The objective is to assess the model’s
performance and gain insights into how it makes predictions, providing transparency
and interpretability. By inputting a test URL into the model, we aim to observe the
classification output it produces. In the below section, we start by importing the necessary
modules

Figure 11: Importing Modules

The next step involves loading the model and the tokenizer files as they are required
in predicting the test url
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Figure 12: Loading Model And Tokenizer

After loading the model and the tokenizer files, the data is used to preprocess the urls
inputed for prediction

Figure 13: Process The Url

This is the predict function which returns a prediction. The prediction could either
be benign, malware, phishing or defacement.

Figure 14: Predict URL Classification

In this secton, the url for prediction is set.

Figure 15: Adding Url For Explanation

After prediction and analysis, the lime results are saved in a .html file which can be
viewed on a browser

Figure 16: Saving HTML file

This section further gives more insight into the features extracted in relation to a
specific class
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Figure 17: Plotting The Explainer Features

6 Running the Files

Before running this script, ensure that the dataset is configured correctly. The command
below to execute the file. Ensure to read the Errors in terminal if any.

Figure 18: Train The Model

To run the dataset balancer file, the script below may be used. This may not be
necessary to run, as there is already an inclusion of the balanced dataset referred to as
’dataset2.csv’ in the ICT Solution provided. As a result, this stem may be skipped.

Figure 19: Balancing The Dataset

To run the lime explainer, use the command below in terminal.

Figure 20: Run The Lime Explainer

After running the model, this script can be opened in the browser. In the event of a
non-Chromium based browser, right click the file and run .html file generated.
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Figure 21: View The HTML File

7 Expected output

This is the output you get from running the .html file

Figure 22: Sample Output From HTML File

This is the expected output plotted on your screen

Figure 23: Sample Output From Running Lime Explainer
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