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Optimising Real-Time Threat Detection: A Hybrid 

SVM and ANN approach 

Chethanprasad Narasimhamurthy 

Student ID: X22180591 
 

This guide is designed to assist in setting up a python environment, specifically tailored for 

machine learning applications. To begin, ensure python is installed on your system by 

downloading it from the official python website. Following this, the manual orchestrates the 

installation of critical python libraries—numpy, pandas, matplotlib, seaborn, and scikit-

learn—via pip, specifying version details to ensure compatibility. 

 

For an optimal coding experience, Jupyter Notebook is recommended and can be 

effortlessly installed using a provided command. Dive deeper into machine learning 

capabilities by installing TensorFlow 2.15.0 specifically for the MLPClassifier. 

 

The manual includes a crucial verification step, prompting users to create a Jupyter 

Notebook and execute code to confirm a flawless setup. To troubleshoot potential issues, a 

helpful note suggests updating libraries effortlessly through a single command. 

 

1. Installation of python 3.11.0: 

Ensure that python has been installed on the system. The version which is required can be 

downloaded from the official link1.  

 

2. Required python libraries installation: 

A terminal or command prompt should be opened, and the following commands should be 

executed to install the numpy, pandas, matplotlib, seaborn and scikit-learn python libraries 

using pip. The version details of the libraries are numpy version: 1.26.2, pandas version: 2.1.3  

matplotlib: 3.8.2, seaborn: 0.13.0, scikit-learn version: 1.3.2  

pip install numpy==1.26.2 

pip install pandas==2.1.3 

pip install matplotlib==3.8.2 

pip install seaborn==0.13.0 

pip install scikit-learn==1.3.2 

3. Installation of jupyter notebook: 

jupyter notebook is preferred for code execution, it can be installed using the command: 

Juputer version: 1.0.0 

pip install jupyter==1.0.0 

Jupyter notebook can then be launched by typing ‘jupyter notebook’ in the terminal. 

 
 
1 https://www.python.org/ftp/python/3.11.0/python-3.11.0-amd64.exe  

 

https://www.python.org/ftp/python/3.11.0/python-3.11.0-amd64.exe
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4. TensorFlow installation (for MLPClassifier): 

TensorFlow version: 2.15.0  

pip install tensorflow==2.15.0 

5. Installation verification: 

A new jupyter notebook should be created, and the provided code should be copied and 

pasted for execution. It should be ensured that there are no errors, and the required libraries 

are successfully imported. 

6. Additional Note: 

If issues related to library versions or missing dependencies are encountered, the libraries can 

be updated using the following commands: 

pip install --upgrade numpy pandas matplotlib seaborn scikit-learn tensorflow 

Software version summary table: 

Software Name Version Download URL 

Python 3.11.0 https://www.python.org/ftp/python/3.11.0/python-

3.11.0-amd64.exe 

Jupyter 1.0.0 https://jupyter.org/install  

Libraries version summary table: 

Library Name Version Download URL 

numpy 1.26.2 https://files.pythonhosted.org/packages/dd/2b/205

ddff2314d4eea852e31d53b8e55eb3f32b292efc3d

d86bd827ab9019d/numpy-1.26.2.tar.gz  

pandas 2.1.3 https://files.pythonhosted.org/packages/86/ff/662d

de2193fc93b8547b073db20472b9676f944d90724

7a46c9c5bc45bfc/pandas-2.1.3.tar.gz  

matplotlib 3.8.2 https://files.pythonhosted.org/packages/fb/ab/38a0

e94cb01dacb50f06957c2bed1c83b8f9dac6618988

a37b2487862944/matplotlib-3.8.2.tar.gz  

seaborn 0.13.0 https://files.pythonhosted.org/packages/06/6f/caf0

741c5787358b0efba3b4db7f8235e3a48e719ad24

44bbd51485f966c/seaborn-0.13.0.tar.gz  

scikit-learn 1.3.2 https://files.pythonhosted.org/packages/88/00/835

e3d280fdd7784e76bdef91dd9487582d7951a7254

f59fc8004fc8b213/scikit-learn-1.3.2.tar.gz  

TensorFlow 2.15.0 https://files.pythonhosted.org/packages/93/21/9b0

35a4f823d6aee2917c75415be9a95861ff3d73a0a6

5e48edbf210cec1/tensorflow-2.15.0-cp311-

cp311-win_amd64.whl  

 

 

 

 

 

https://www.python.org/ftp/python/3.11.0/python-3.11.0-amd64.exe
https://www.python.org/ftp/python/3.11.0/python-3.11.0-amd64.exe
https://jupyter.org/install
https://files.pythonhosted.org/packages/dd/2b/205ddff2314d4eea852e31d53b8e55eb3f32b292efc3dd86bd827ab9019d/numpy-1.26.2.tar.gz
https://files.pythonhosted.org/packages/dd/2b/205ddff2314d4eea852e31d53b8e55eb3f32b292efc3dd86bd827ab9019d/numpy-1.26.2.tar.gz
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Data Preprocessing: 

In the data preprocessing, several crucial steps are taken to enhance the dataset’s suitability 

for modelling. Firstly, numerical feature scaling is implemented using the RobustScaler to 

bolster the model’s resilience against outliers. This method involves removing the median 

and scaling data based on the interquartile range, effectively reducing the model’s sensitivity 

to extreme values. Additionally, categorical features undergo one-hot encoding, a technique 

that enriches the model’s ability to interpret categorical information. Notably, the drop_first 

parameter is set to True during one-hot encoding to mitigate multicollinearity, where the 

presence of one category can be inferred from others. Furthermore, a transformation is 

applied to the target column, specifically for binary classification. Instances labelled as 

“normal” receive the value 0, while other instances are assigned the value 1. This targeted 

transformation sets the stage for a binary classification task, aimed at distinguishing normal 

instances from those indicative of a potential attack. 

The preprocessing steps ensure the robustness and interpretability of the model. 

Numerical feature scaling is applied using the RobustScaler to handle outliers effectively. 

The ‘preprocess’ function takes the original dataset (‘dataframe’), a list of categorical 

columns (‘cat_cols’), a scaler object (‘scaler’), and the target column name (‘target_col’) as 

inputs. It separates numerical and categorical columns from the original dataset. Numerical 

columns are scaled using the ‘Scaling’ function.  

Scaled numerical features are concatenated with the original categorical features. 

Categorical features are encoded using one-hot encoding to enhance the model’s ability to 

interpret categorical information.  

Categorical columns are identified based on predefined lists (‘cat_cols_1’ and 

‘cat_cols_2’). This modular approach allows the script to adapt to different dataset structures. 

The drop_first parameter is set to True during one-hot encoding to prevent multicollinearity. 

The target column undergoes transformation for binary classification, where instances labeled 

as “normal” are assigned the value 0, and other instances are assigned the value 1.  

The pre-processed data frame and the target column name are returned. The dataset is 

split into training and testing sets using the ‘train_test_split’ function from the Scikit-learn 

library. This ensures an unbiased evaluation of the model’s performance. 

 
Figure 1: Pie chart of NSL-KDD2 dataset distribution and the percentage of attack. 

 
 
2 https://www.kaggle.com/datasets/kiranmahesh/nslkdd 
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The pie chats above give the distribution of various protocol in the NSL-KDD2 dataset. 

The dataset file analysed contains 82% of TCP protocol, 12% of UDP and, 7% of ICMP 

traffics. Another plot gives the attack percentage of attack vector. The label named as ‘1’ 

defines the attack and ‘0’ for non-attack patterns. 

 
Figure 2: Pie chart of UNSW-NB153 dataset distribution and the percentage of attack. 

The pie chats above give the distribution of various protocol in the UNSW-NB15Error! 

Bookmark not defined. dataset. The dataset file analysed contains 56% of TCP protocol, 

38% of UDP, 5% of UNAS, and 1% of ARP traffics. Another plot gives the attack percentage 

of attack vector. The label named as ‘1’ defines the attack and ‘0’ for non-attack patterns. 
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