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1 Introduction 
 

This manual provides details about the proposed model solution’s setup and requirements 

such as technical specifications and software specification to recreate the model from the 

scratch. Moreover, this document also explains how to implement the algorithms to develop 

the proposed solution. 

 

2 System Configuration 
 

The proposed solution was developed using 2 different systems. 

 

1. Data pre-processing and Feature extraction: 

The dataset pre-processing including clean-up, merging, and label encoding was 

performed on the local system. Feature extraction and reduction also performed on the 

local system. The configuration of the system is shown below: 

• Processor: 8 core Ryzen 7 4000 

• RAM: 16 GB 

• OS: Windows 11 

• GPU: 4 GB Nvidia RTX 3050  

• Hard Drive: 512 GB 

2. Model training and development:  

The proposed solution uses various machine learning, deep learning and ensemble 

models. These model training and development requires high processing power. For 

that reason, we have used GCP instance. The configuration of the GCP instance is 

shown below: 

• Processor: 16 core N1  

• RAM: 64 GB 

• OS: Ubuntu 20.06 

• Hard Drive: 256 GB 

 

 

3 Software Tools 
 

The following tools and libraries were used to develop the proposed solution: 

 

1. Tools for Data pre-processing: 

• Anaconda with Jupyter Notebook 

• Python 3.12.0 

• Pandas 2.1.2 
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• Numpy 1.26.1 

 

 

Figure 1. installed numpy and pandas 

 Anaconda was used to access the jupyter notebook. Pandas and Numpy libraries were used 

for dataset pre-processing. 

 

2. Tools for model development: 

 

  

Figure 2. Installed Libraries 

• Python 3.8.10 

• Imbalanced-learn 0.11.0: To perform SMOTE technique 

• Joblib 1.3.2: To save the trained model 

• Keras 2.13.1 & Tensorflow 2.13.1: To train deep learning model FCNN 

• Matplotlib 3.7.4 & seaborn0.13.0: To visualize the results and configuration 

matrix 

• Scikit-learn 1.3.2: To train machine learning model CART 

• XGBoost: To train XGBoost model for ensemble. 
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The above tools and libraries were used to develop machine and deep learning model. 

Python 3.8.10 version was used as TensorFlow library does not support latest python 

version.  The matplotlib and seaborn libraries were used to visualize the data. 

 

3. Tools for Web application development: 

• Flask 3.0.0: framework was used as the backend of the web-application. 

• VSCode: text editor 

• HTML, CSS, JavaScript used for frontend of the web application. 

• GCP app engine to deploy the application on the GCP. 

 

4 Implementation Steps 
 

After installing required software and tools for data pre-processing and model development. 

The implementation take place as follows: 

 

Dataset Acquisition: The AWID 3 dataset were downloaded from the official site (ref) and 

full permissions were given in mail to utilize the dataset for the research purpose. 

 

Dataset pre-processing: The dataset has range of attack data scenario. The attacks include 

deauth, Disas, (Re)assoc, Rogue_AP, Krack, Kr00k, SSH, Botnet, Malware, SQL injection, 

SSDP, Evil Twin, and Website Spoofing. From these attacks only 4 attacks (Deauth, Reassoc, 

Rogue_AP, Evil_Twin) data were chosen. These attacks were chosen because, Deauth attacks 

break the communication between client and access point, rogue_AP attacks involve setting 

up an unauthorized access point to intercept traffic. Evil twin is similar to rogue AP, setting 

up a fraudulent wifi access point. Reassoc attacks involve unauthorized attempts to associate 

or reassociate with legitimate access point.  

 

Data clean-up and merging: The csv files are categorized attack wise in a folder and each 

attack folder has multiple csv files. 

   
Figure 3. Separated CSV files  

The files are cleaned and merged using below code. After merging and cleaning each attack 

folder has only one merged file. 
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Figure 4. Null rows and columns clean up 

 

 

Figure 5. CSV files merged 
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Label encoding:  After merging the csv file, the label column which has both type of data, 

attack traffic and normal traffic need to be encoded in 0 and 1. Normal traffic encoded in 0 

and attack traffic encoded in 1. 

 

Figure 6. Label Encoding 

  

After label encoding now each merged and replaced attack file needs to be merged into one 

big CSV file.  

 

 

Figure 7. All merged CSV files 

 

Again using the same code as shown above these 4 files merged into one CSV file with 1.9 

GB size.  

 

Feature Extraction:  For feature extraction ANOVA test is used. The dependent variable 

“label ” is tested on other independent variable. This test identifies features, which has the 

higher variance score and effects the value of label column. 

 

Using below code we found the features list which are effecting the label column. From 20 

important features, only top 12 features were picked because of easier training and model 

deployment. 
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Figure 8. Feature Extraction with ANOVA 

 

These 12 features were found most important for prediction of label column. 'frame.len', 

'frame.number','frame.time_delta','frame.time_delta_displayed','frame.time_epoch','frame.tim

e_relative','radiotap.length','radiotap.timestamp.ts','wlan.fc.protected','wlan.fc.retry','wlan.fc.s

ubtype',  and 'wlan_radio.duration'. After feature extraction, data reduction was performed. 

 

Data Reduction: Unnecessary data causes poor model development, for this reason only 

important feature kept in the dataset and other features were dropped. Using below code, 

features were dropped. 
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Figure 9. Data Reduction 

After dropping the unneccessary features now dataset preprocessing is finished. Dataset is 

ready for model development. Before datset preprocessing datset had 255 columns, but after 

clean up and feature extraction, dataset has 13 column. 12 columns of features, and 1 column 

of target. 

 

Model Devlopment:   

1. CART:  Classification and regression tree algorithm is trained using below code. All 

the required packages were loaded first, and then model trained 

 

 

Figure 10. CART Model Training 
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2. FCNN:  The deep learning model were trained using below code. This code also 

shows that SMOTE is performed before training the model to deal with imbalanced 

dataset. 

 

 

Figure 11. FCNN Model Training 

 

3. Ensemble model:  Parallel ensemble method is used here. The ensemble model is 

trained using both model FCNN +  XGBoost. XGBoost model will be trained here as 

FCNN model was trained above.  

XGBoost:  
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Figure 12. XGBoost Model Training 

Ensemble model:  

 

 

Figure 13. Ensemble Model Training 
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Confusion matrix: Confusion matrix is an important part of the evaluation. It provides the 

model performance. Below code was used to produced confusion matrix 

 

 

Figure 14. Confusion Matrix 

Web-application Development: CART model employed in user-friendly Web application, 

so that normal user can enter details and check whether the access point is normal or rogue 

access points. Application was built with flask framework, HTML, CSS and JavaScript. 

 

Figure 15. Application code 

 



11 
 

 

 

Figure 16. Web Application 
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