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1 Introduction

This configuration manual details the process of developing an anomaly detection system
using machine learning and deep learning techniques applied to the IoT-23 dataset in
a serverless cloud environment. It provides instructions for recreating the development
environment and running the code associated with the research project. The tools utilized
throughout the project include Google Colab, Python programming language, and various
libraries such as scikit-learn, TensorFlow, Pandas, and Matplotlib.

2 System configuration requirements

The configuration process involves accessing Google Colab through a web browser, allow-
ing users to develop and run Python code in a collaborative environment.

2.1 Hardware Requirements

For this project, a standard configuration with sufficient RAM and GPU capabilities is
used to facilitate the training of machine learning and deep learning models efficiently.

• Colab Runtime type: Python 3

• Colab Hardware accelerator: T4 GPU

2.2 Software Requirements

A web browser.

3 Project Implementation

3.1 Environment Setup

1. Accessing Google Colab:

Open a web browser and navigate to Google Colab at the following website: ht-
tps://colab.research.google.com/.

Sign in using Google account.

2. Setting up the Environment:
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• Create a new Colab notebook by selecting ”File” - ”New Notebook”.

• Choose the appropriate runtime type and hardware acceleration (GPU/TPU)
through ”Runtime” - ”Change Runtime Type”.

3. Installing Required Libraries:

Use pip commands to install necessary libraries not pre-installed in Colab (Radovan-
ovic; 2022):

!pip install pandas scikit-learn tensorflow keras matplotlib plotly numpy

4. Upload files:

• Upload the IoT-23 dataset and code file to the Google Drive to access the
dataset seamlessly.

Figure 1: Upload to Google Drive

• Navigate to the dataset directory by using the appropriate path.

Figure 2: Navigate to Google Drive

5. Import Python libraries:

Before implementing the code, make sure the following libraries have been imported
after the dataset has been uploaded.

Data Manipulation and Visualization:

• pandas: For data manipulation and analysis.
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Figure 3: Import Python libraries

• numpy: For numerical computations and array manipulation.

• matplotlib.pyplot: For creating visualizations like plots and charts.

• seaborn: For statistical data visualization.

• plotly.express: For interactive and complex visualizations.

Machine Learning Algorithms and Evaluation:

• sklearn.ensemble: For ensemble learning methods.

• sklearn.preprocessing: For data preprocessing tasks like label encoding
and feature scaling.

• sklearn.model selection: For splitting data into training and testing sets.

• imblearn.over sampling.SMOTE: For oversampling to address class imbal-
ance.

• sklearn.metrics: For evaluating model performance (confusion matrix, clas-
sification report, accuracy).

Deep Learning (TensorFlow and Keras):

• tensorflow: Deep learning framework for building neural networks.

• keras.layers: Provides various types of neural network layers (GRU, LSTM,
Conv1D, Dense, Dropout, Bidirectional).

• tensorflow.keras.models.Sequential: For creating sequential models in
Keras.

• tensorflow.keras.utils: For categorical data handling.

• tensorflow.keras.backend: Backend operations for Keras.
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Miscellaneous:

• warnings: For managing warnings in the code execution.

4 Phases

4.1 Data Loading

Figure 4: Data Loading

4.2 Data Cleaning

This step include checking null values, dropping null values, checking statistics of data
and removing outlier from the dataset.

Figure 5: After Data Cleaning
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4.3 Data Visualization

• Class distribution

Displays a bar chart with the count of each target class.

Figure 6: Count Plot of Target Class

• Duration analysis

The top two maximum durations for each label are shown in a funnel chart.

Figure 7: Top Two Maximum Durations by Label in Funnel Chart

• Feature interdependencies

5 Running Models

Utilize the implemented machine learning and deep learning models to train, validate,
and test on the IoT-23 dataset.
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Figure 8: Correlation Matrix of Features

6 Results

Table 1: Machine learning models
Model Accuracy Precision

(Class 1)
Recall
(Class 1)

F1-Score
(Class 1)

Logistic Regres-
sion

0.53 0.98 0.08 0.15

Decision Tree
Classifier

0.69 0.00 0.00 0.00

Random Forest
Classifier

0.61 1.00 0.23 0.38

Table 2: Deep learning models
Model Accuracy Precision

(Class 1)
Recall
(Class 1)

F1-Score
(Class 1)

CNN with LSTM 0.66 0.96 0.33 0.50
CNN with BiLSTM 0.83 0.86 0.37 0.52
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