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Rishabh Sinha
X21171203

1 Predictive Phase- Workload CPU andMemory Pre-

diction based on Historical Data

Experimentation on the dataset from Bitbrains IT Services Inc. to assess predictive
algorithms using historical workload data and predict CPU and Memory Usage of a
workload. Shen et al. (2015)

1.1 Prerequisites

• Google Collab with Python3 Runtime Type and T4 GPU accelerator.

• Create and activate a python virtual environment by running below command
(Optional, if running on VS Code in local ). Execute ”python -m venv pre-
denv” and ”source predenv/bin/activate”

• Install all the Python packages from ’predrequirements.txt ’ for this phase of research.
Execute ”pip install -r predrequirements.txt” .Figure 2

1.2 Steps to perform

• Step 1: Go to ”https://colab.research.google.com/”.

• Step 2: Go to File and click on Upload notebook.Figure 1
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Figure 1: Upload ’MultiCloudPredictionPastData.ipynb’ file to Google Collab.

• Step 3: Select ”MultiCloudPredictionPastData.ipynb” file from /ICT Solution/x21171203-
Research-CodeArtifact-main/WorkloadPerformancePrediction directory as shown
in Figure 2 directory strcuture.

Figure 2: Requirements file for the predictive phase.

• Step 4: Run all the cells in the uploaded Python Notebook to reproduce Experi-
ments.
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• Step 5: The cell 2 & 3 in python notebook downloads the rnd.zip file from ”http://
gwa.ewi.tudelft.nl/fileadmin/pds/trace-archives/grid-workloads-archive/

datasets/gwa-t-12/rnd.zip” and unzips it. Use ”curl -O” if your OS does not
support ”wget” command. After the completion of this step ’rnd’ folder and
’rnd.zip’ file will be available in the Root working Directory where the python
notebook in executed as can be seen in Figure 2 .

• Step 6: Run all the consecutive cells in order to reproduce all the steps and analysis
on different predictive algorithms on the Bitbrains IT Services Inc. dataset. Shen
et al. (2015).

The above mentioned steps enable to predict CPU and Memory Usage requirement of
a workload based on time series historical data available from BitBrain IT Service Inc.
dataset. This phase compares different predictive model in the ”MultiCloudPrediction-
PastData.ipynb” python notebook file. This aims in selecting best predictive model that
can perform better in a given scenario of predicting CPU and Memory usage of a work-
load. This prediction gives an estimate of workloads configuration requirements(CPU,
RAM) for better performance in any computational environment.

2 Search phase: Azure & AWS Data Analysis

• Step 1: /ICT Solution/x21171203-Research-CodeArtifact-main/MultiCloudDataAnalysis/
directory.

• Step 2: There are three .ipynb files in the directory as mentioned in Figure 3.
These files can be executed cell by cell in Google collab. These .ipynb files contain
a thorough analysis of various SKU and configuration parameters offered by Azure
and AWS.

Figure 3: Azure & AWS SKU data analysis ipynb files

Note: It is recommended to use AWS Cloud9 for easy interaction with the AWS Bulk
price API.

3

http://gwa.ewi.tudelft.nl/fileadmin/pds/trace-archives/grid-workloads-archive/datasets/gwa-t-12/rnd.zip
http://gwa.ewi.tudelft.nl/fileadmin/pds/trace-archives/grid-workloads-archive/datasets/gwa-t-12/rnd.zip
http://gwa.ewi.tudelft.nl/fileadmin/pds/trace-archives/grid-workloads-archive/datasets/gwa-t-12/rnd.zip


Figure 4: Resources allocated to Docker Engine for new workload execution

3 Predictive Phase- Docker Profiling of a New Work-

load

3.1 Prerequisites

• Install the Docker Desktop app from the Docker official website. https://www.

docker.com/products/docker-desktop/. The authors docker environment is set
as mentioned in Figure 4

• Create and activate a python virtual environment by running the below command.
Execute ”python -m venv dockenv” and ”source dockenv/bin/activate”

• Install all the Python packages from ’dockrequirements.txt ’ for this phase of re-
search. Execute ”pip install -r dockrequirements.txt” to install all the required
packages.Figure 2

3.2 Steps to perform

• Step1: Open Docker Desktop App and start Docker Engine. It should show the
running status of the docker engine as mentioned in Figure 5.

• Step2: Open terminal.

• Go to ”/ICT Solution/x21171203-Research-CodeArtifact-main /WorkloadPerform-
ancePrediction/DockerWorklaodPerfMethod” directory. The directory structure
should be as mentioned in Figure 6.

• Step3: Define workload parameters in random worklaod.py main method to set the
configuration parameters as mentioned in Figure 7.

• Step4: Run the docker build command to start building the docker image. ”docker
build -t custom-workload-container .” . This will execute the command as in Fig-
ure 9 and a new docker image will be built and visible on Docker Desktop as shown
in Figure 8
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Figure 5: Docker Engine Running In Docker Desktop App

Figure 6: Docker Simulation Directory Structure

Figure 7: random worklaod.py input workload parameters
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Figure 8: custom docker image built on Docker

Figure 9: Docker build command Execution
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Figure 10: Docker workload execution Result

• Step5: Run ”docker run -it –rm custom-workload-container” command to run the
image in the docker container and give the CPU and Memory requirements of a
workload as in Figure 10

The Mentioned steps execute a given workload on the Docker engine based on its
input characteristics as mentioned in Figure 7 to estimate the CPU and memory Usage
of a workload.

4 Search Phase - Selecting Optimal Cloud Configur-

ation Parameter in Multi-Cloud environment

4.1 Prerequisites

AWS Cloud 9 ( with any ec2 instance type backing it up ) Python 3.8.16 version

4.2 Steps to perform

• Step 1: Go to /ICT Solution/x21171203-Research-CodeArtifact-main folder direct-
ory.

• Step 2: Create and activate a python virtual environment by running the below
command. Execute ”python3 -m venv env” and ”source env/bin/activate” .

• Step 3: Install all the Python packages from ’requirements.txt ’ for this phase of
research. Execute ”pip3 install -r requirements.txt” to install all the required pack-
ages.

• Step 4: Set the config file.json with the algorithm to to use for the searching. As per
the evaluation of the research project Brute Search performs better for selecting the
optimal configuration parameter and cloud service provider for the small application
components ”Brute Search” provides optimal solution in less time. Brtue Search
can be set to ”True” or ”False”, and for another algorithm, optimum parameters
are searched for the searching as mentioned in Figure 11.
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Figure 11: config file .json

• Step 5: Set the input appcluster.json required configuration parameters for the
application components of the workload in the format mentioned in the Figure 12.
additional parameters can be set based on the specific requirement such as the
type of ’OS’, ’type’ or the ’region’ required for searching the application component
requirements.

Figure 12: input appcluster.json

• Step6: Run command ”python3 MultiCloudSearch.py” to start the searching and
provide the result as shown in Figure 13
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Figure 13: MultiCloudSearch.py execution output

• Step7: Output of the search is stored in ”appcluster suggested sku results.json”
file. The output suggests the cloud service provider where each of the application
components can be deployed as mentioned in Figure 14

Figure 14: appcluster suggested sku results.json file

5 Running Experimentation

Step 1: Go to /ICT Solution/x21171203-Research-CodeArtifact-main/SearchBasedLocalAlgorithm
folder directory. Step 2: Run below command to execute the experimentation in itera-
tion. python3 serial run.py that will run the experimentation that was performed in the
evaluation phase of the research.Figure 15
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Figure 15: appcluster suggested sku results.json file

Step 3: The experimentation folder will be created with the result output of the
experimentation. the directory structure of the evaluated experimentation is visible as
mentioned in Figure 16

Figure 16:
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