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1 Introduction

This document provides the steps to create and install the required softwares, tools
and files to perform the research mentionted in research report with title “Enhancing
Microservices Resilience: Chaos Engineering with Istio Service Mesh on Kubernetes”.

2 Deploying Kubernetes Cluster on Google Kuber-

netes Engine

To deploy a Kubernetes cluster on GKE, first we create a kubernetes cluster using the
UI of Google Cloud as in figure 1 and 2. We will select the standard creation and provide
the necessary details like cluster name, location, zone, type and memory Google Cloud
(2023).

Figure 1: Cluster Modes Figure 2: Cluster Configurations

3 Microservices application creation and deployment

3.1 Building the Microservices

Two microservices named test-app-hello and test-app-employee are created using python
FastAPI as in figure 3.
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(a) test-app-employee main.py (b) test-app-hello main.py

Figure 3: Application Code

3.2 Application UI

The application looks like as in figure 4.

Figure 4: Application UI

3.3 REDIS Deployment

ap iVers ion : apps/v1
kind : Deployment
metadata :

name : r e d i s
namespace : t e s t−app
l a b e l s :

app : r e d i s
spec :

s e l e c t o r :
matchLabels :

app : r e d i s
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r e p l i c a s : 1
s t r a t e gy :

ro l l i ngUpdate :
maxSurge : 25%
maxUnavailable : 25%

type : Rol l ingUpdate
template :

metadata :
l a b e l s :

app : r e d i s
spec :

c on ta i n e r s :
− name : r e d i s

image : docker . i o / r e d i s / r ed i s−stack−s e r v e r : l a t e s t
r e s ou r c e s :

l im i t s :
memory : 128Mi

r eque s t s :
memory : 128Mi

l i v ene s sProbe :
tcpSocket :

port : 6379
i n i t i a lDe l aySe cond s : 3
t imeoutSeconds : 2
succes sThresho ld : 1
f a i l u r eTh r e sho l d : 3
per iodSeconds : 10

read ines sProbe :
tcpSocket :

port : 6379
i n i t i a lDe l aySe cond s : 3
t imeoutSeconds : 2
succes sThresho ld : 1
f a i l u r eTh r e sho l d : 3
per iodSeconds : 10

por t s :
− conta ine rPor t : 6379

name : r e d i s
r e s t a r tPo l i c y : Always

3.4 Deploying the application

Docker image is created for the microservices and pushed to docker as in figure 6. The
same image name is used in YAML file for the deployment. The microservice will be
deployed by running below command.
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Figure 5: Exposing test-app-hello

#kubect l apply −f t e s t−app−h e l l o . yaml

Figure 6: Docker Image

For exposing the application to outside world a service of type load balancer named
test-app-hello-ext is created and exposed to outer world on IP-34.134.225.91 as in figure
5.

#kubect l apply −f t e s t−app−he l l o−ext . yaml

Once this is done our both microservices are up and running having 1 pod each. But
as we will be injecting failures in later stage we need more number of pods. For this edit
the deployment yaml file and changed the replica count to 5 for both the microservices.

4 Installation and Configuration of Locust on AWS

Locust is installed on AWS EC2 instance, so first create an EC2 instance by logging
into AWS account and the configurations of instance is visible in figure 7 Amazon Web
Services (2023).

Now connect to created EC2 instance from the local command prompt using SSH.
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Figure 7: AWS Instance

#ssh − i ” r i c −2.pem” ubuntu@ec2−15−229−83−80.sa−east −1.
compute .

amazonaws . com

Now first install the python on EC2 instance and after that set up a Python virtual
environment using Python 3.10.

#sudo apt i n s t a l l python3 − i n s t a l l i n g python

#sudo apt update //Update the package l i s t s to get the
l a t e s t a v a i l a b l e v e r s i on s
#sudo apt i n s t a l l python3 .10−venv // I n s t a l l Python 3 .10

venv package
# python3 .10 −m venv . venv //Create a v i r t u a l environment

named . venv
us ing Python 3 .10

Now activate the virtual environment using the below command.

#source . venv/bin / a c t i v a t e // Act ivate the v i r t u a l
environment

After running these commands in order, a virtual environment called.venv will be
created, activated for usage, and the Python 3.10 venv package will be installed. Any
installation or execution of Python-related software will be contained within the virtual
environment when it has been activated.

Now install locust using command

#pip3 i n s t a l l −r requ i rements . txt

pip reads the requirements.txt file, locates each package mentioned along with its version,
and installs them into your Python environment.

Once the installation is complete verify the installation by running the below command
as in figure 8.
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Figure 8: Locust

5 Installation & Configuration of Chaos Engineering

In the GKE cluster create a directory called chaos and inside it write a bash script to
inject the failure in the system as in figure 9.

In a Kubernetes cluster, the script restarts a selected number of pods from the test-
app-employee deployment. After retrieving a list of ready pods, it chooses a certain
number at random and restarts them at a set period of time. The absence of pods is
logged for a restart if none of the pods satisfy the requirements.

Figure 9: Chaos Engineering Bash Script

6 Installation & Configuration of Service Mesh Istio

To install Istio first create a separate namespace called istio-system. Now install Istio
and create an ingress gateway and a service called VirtualService as in figure 10 and 11.
Istio Documentation (2023).

#i s t i o c t l i n s t a l l −−s e t va lue s . p i l o t . env .
PILOT ENABLE STATUS=true −−s e t va lue s . p i l o t . env .
PILOT ENABLE CONFIG DISTRIBUTION TRACKING=true −−s e t

va lue s . g l oba l . i s t i o d . enab l eAna ly s i s=true

Now istio-ingressgateway will be exposed on an external IP at 35.202.105.8. Create
Istiod service as type of ClusterIP as in figure 12.
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Figure 10: Virtual Services

Figure 11: Ingress Gateway

Figure 12: istio-system Services

7 Simulating Load on Microservice

To start load testing and hitting the microservice with large user requests a bash script
is written as in figure 13.

Now to run this bash script first make sure the virtual environemnt is activated. After
that navigate to path having the bash script. We can run it using ./test-employee.sh
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Figure 13: Bash Script-Load Testing

Figure 14: Locust Execution

Figure 15: Locust Test Execution Result

The system searches the current directory for a file called test-employee.sh when you
type ./test-employee.sh, then tries to launch it using the default shell interpreter Locust
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Documentation (2023).
Once the test run completes will get the result in the form of a .html file as in figure

15 and 16.

Figure 16: Locust Test Execution Result

8 Injecting the Failures

To inject the failure run the restart-pods-randomly.sh bash script.
Keep changing the max pods to kill and kill interval. Observe the behaviour of mi-

croservice everytime the numbers are changed as in figure 17.

#max pods t o k i l l =”${1:−3)”
#k i l l i n t e r v a l=”$ (2:−5) ”
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Figure 17: Bash Script to Inject Pod Failure

Figure 18: Failure Creation

9 Running the Istio

To run the locust first we need to enable the istio injection. Open the all.yaml file and
comment out the line mentioning istio-injection disabled as in figure 19.

After that delete the deployment for test-app-employee, test-app-hello, and Redis.

kubect l d e l e t e deployment te s t−app−employee t e s t−app−
h e l l o r e d i s

#kubect l apply −k .

Execute the above command. The command kubectl apply -k will read the instruc-
tions included in the kustomization.yaml file and apply the appropriate resources to the
Kubernetes cluster in accordance with the configurations specified in it.

ap iVers ion : kustomize . c on f i g . k8s . i o /v1beta1
kind : Kustomization

namespace : t e s t−app

r e s ou r c e s :
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− deployments / a l l . yaml
− ns/ a l l . yaml
− s e rv i c emon i t o r / a l l . yaml
− svc / a l l . yaml
− i s t i o / a l l . yaml

After the deployment are available the test can be run with Istio enabled.

Figure 19: Istio-Injection
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