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1 Introduction

By using machine learning and deep learning learning models, this research project aims
to predict the resource utilisation in cloud computing system. This configuration manual
will help to understand the implementation process of the project. It also includes the
system setup used for installing the project’s required tools.

2 System Configuration Setup

2.1 Software Requirement

• Google Colab: free, cloud-based platform by Google that provides a Jupyter
Notebook environment allowing users to write, execute, and share Python code
interactively. Python version is 3.10.12.

• Email: Gmail account is required to access the drive.

• Browser: Google Chrome, Firefox and Safari.

2.2 Hardware Requirement

The following hardware are used for the implementation:

• Operating System: Windows 10 64-bit operating system.

• RAM/Processor: 12gb 5th Gen Intel Core i5

3 Project Implementation

3.1 Environmental Setup

Gmail account is a requited prerequisite to use Google Colaboratory. Once an account is
created, follow the below steps:

• Step 1: Go to drive folder where ipynb python notebook files and dataset files are
available.

1



• Step 2: Click on ipynp python notebook file to open refer figure 1.

Figure 1: ipynb and dataset files in google drive

• Step 3: To connect the file to Google Colab, click on Run all in runtime. Mount
the drive using the code mentioned in the given figure 2 and figure 3.

Figure 2: Google Drive Mounted in Google Colab for ResourceUtilization ipynb file
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Figure 3: Google Drive Mounted in Google Colab for CPU Utilization ipynb file

3.2 Packages/Libraries Used

After successfully mounting the drive in Google Colab, all the libraries are imported
before starting with the code implementation. The following are the libraries used for
execution of models refer figure 4.

• NumPy: Fundamental package for numerical operations and array manipulation
in Python.

• Pandas: Data manipulation and analysis tool for handling structured data with
DataFrame structures.

• Scikit-learn (Sklearn): Machine learning library offering various tools for clas-
sical ML algorithms.

• Seaborn: Statistical data visualization library based on Matplotlib, simplifying
complex data visualizations.

• Plotly:Interactive visualization library for creating web-based interactive plots.

• Matplotlib: Comprehensive plotting library for static, interactive, and animated
visualizations.

• TensorFlow: Open-source deep learning framework for building and training
neural network models.

• Keras: High-level neural networks API for quick neural network prototyping and
development.
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• Adam: Optimization algorithm for training deep learning models by adapting
learning rates.

• Sequential, Dense, Dropout, LSTM, Bi-directional: Components and layers
in Keras for building neural network architectures.

• Min-max Scaler: Sklearn tool for feature scaling to a specified range for machine
learning models.

• EarlyStopping: Keras callback for stopping training when a monitored metric
stops improving.

• LinearRegression, GradientBoostingRegressor, SVR, DecisionTreeRegressor:
Sklearn regression algorithms for predicting continuous values based on input fea-
tures.

Figure 4: Required Libraries/Packages

4 Phases

Implementation methodology for predicting resource utilization using ML and DL models
is as follows:

4.1 Data Collection:

In this research project, there are two datasets utilised. Bitbrains Delft University of
Technology (2015) dataset for CPU utilization and Network transmission throughput
and Microsoft azure Azure (2017) dataset for CPU utilization.
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4.2 Loading Dataset:

Figure 5 and figure 6, is presenting how Time.csv and azure dataset.csv dataset is
loaded using pandas dataframe library named ’dataframe’ in ResourceUtilization and
CPU Utilization ipynb files respectively.

Figure 5: Dataset loaded for ResourceUtilization file

Figure 6: Dataset loaded for CPU Utilization file

4.3 Dataset Info

Figure 7 and figure 8, is presenting the structure of both the dataset.
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Figure 7: Defined Dataset Column for ResourceUtilization file

Figure 8: Defined Dataset Column for CPU Utilization file

4.4 Dataset Cleaning

Figure 9 and figure 10, checking for if any missing values we have in the dataframe .
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Figure 9: Checking for missing values in ResourceUtilization file

Figure 10: Checking for missing values in CPU Utilization file

4.5 Dataset Visualization

Many ways in which data can be presented using matplotlib library. Figure 11 presents
CPU utilization graph at x-axis and timestamp at y-axis , 12 illustrates the network-
transmitted throughput at a certain period of time. 14 presents a comprehensive depic-
tion of CPU Utilization trends over a specified duration.
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Figure 11: Visual representation of CPU utilization using Bitbrains Dataset

Figure 12: Visual representation of Network Transmission Throughput using Bitbrains
Dataset

Figure 13: Visual representation of CPU utilization using Microsoft Azure Dataset
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4.6 Feature Scaling

Feature scaling such as Min-Max scaling, is a technique used in data preprocessing to
bring numerical features to a similar scale. Min-Max scaling specifically transforms each
feature’s values to a range between 0 and 1 in figure 14. It does this by subtracting the
minimum value of the feature and dividing by the difference between the maximum and
minimum values. This process ensures that all features have the same scale, prevent-
ing certain features from dominating due to their larger numerical ranges and helping
algorithms converge faster during training.

Figure 14: Feature scaling: Min-max scaler

4.7 Data Splitting

Dataset splitting into 90% for training and 10% for testing involves allocating 90% of
the data to train a machine learning model to recognize patterns, while reserving the
remaining 10% to assess its performance on unseen data, ensuring the model generalizes
well to new instances and doesn’t overfit to the training data refer figure 15.

Figure 15: Feature scaling: Min-max scaler

4.8 Training of Models

In this section, four machine learning models including Linear Regression, Decision Tree
Regression, Gradient Boosting Regression, Support Vector Regression and two deep learn-
ing models including Long Short Term Memory and Bi-directional Long Short Term
Memory models are trained to predict the resource utilisation in cloud computing envir-
onments.
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4.9 Performance Evaluation

The MSE, MAE, RMSE and R2 metrics of the ML and DL algorithms compared in this
paper as shown in Table 1, Table 2 and Table 3 .

Table 1: For BitBrains dataset - CPU Utilization prediction

Model MSE MAE RMSE R2 score
LiR 0.0027 0.0215 0.0521 0.7794
DTR 0.0099 0.0402 0.0995 0.1951
GBR 0.0055 0.0294 0.0747 0.5465
SVR 0.0030 0.0389 0.0556 0.7488
LSTM 0.0026 0.0233 0.0515 0.7843
BiLSTM 0.0024 0.0224 0.0490 0.8042

Table 2: For Microsoft Azure dataset - CPU Utilization prediction

Model MSE MAE RMSE R2 score
LiR 0.0002 0.0131 0.0169 0.9833
DTR 0.0023 0.0390 0.0480 0.8661
GBR 0.0010 0.0255 0.0321 0.9399
SVR 0.0015 0.0337 0.0388 0.9127
LSTM 0.0009 0.0239 0.0304 0.9462
BiLSTM 0.0004 0.0169 0.0214 0.9732

Table 3: For BitBrains dataset - Network Transmission Throughput prediction

Model MSE MAE RMSE R2 score
LiR 0.0012 0.0114 0.0359 0.9256
DTR 0.0043 0.0473 0.0656 0.752
GBR 0.00183 0.0259 0.0428 0.894
SVR 0.0037 0.0495 0.0610 0.786
LSTM 0.0026 0.0232 0.0513 0.848
BiLSTM 0.00172 0.0203 0.0415 0.901

4.10 Conclusion

This section concludes that BiLSTM model gives lower error RMSE and MAE values
hence, gives better prediction results as compared to other predictive models followed by
Linear Regression and LSTM.
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