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1 Introduction

This document provides insights into the hardware and software components essential for
building and deploying the incident classification model developed. Users can follow the
outlined steps to execute the code and reproduce the project results.Cristina (2023)

2 Hardware and Software configuration

The hardware configuration details for the host device employed in executing this research
project are presented in Figure 1 . Refer to Figure 1 for a comprehensive overview of the
technical specifications.

Figure 1: Hardware and Software configuration

2.1 To get the code running

Run the comparative analysis of models on Google Colaboratory:

• For a convenient and swift setup, you can effortlessly execute the entire configur-
ation process by navigating to the Google Colab file provided in artifacts named
”Final code.ipynb” and simply clicking ’Run All’ in the ’Runtime’ tab.

• This will sequentially run all the configurations outlined in the manual, streamlining
the setup process for optimal efficiency.
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Run the ticket classification system User Interface:

• To access and run the UI project, follow these step-by-step instructions:

1.Deployment of application over Elastic Beanstalk

• CodePipeline has been created, thus upon detecting changes in the connected re-
pository, it will trigger automatic deployment of the Flask application to the Elastic
Beanstalk environment.

• The link to the deployed application to AWS Elastic Beanstalk is
http://myelasticbeanstalkappsupportticketnew5.eba-3hi7gf52.ap-southeast-2.

elasticbeanstalk.com/

OR
1. Download Code Artifacts:

1. Download the project’s code artifacts from the submitted artifacts.

2. Download and Install Visual Studio Code (VSCode):

1. Download VSCode from the official website

2. Install VSCode by following the on-screen instructions.

3. Open Project in VSCode:

1. Open VSCode and click on ”Open Folder.”

2. Navigate to the Flask folder within the downloaded artifacts and select it.

4. Download Requirements: To install the required dependencies listed in a
requirements.txt file for a Flask app in VSCode, follow these steps:

1. Open the terminal in VSCode.

2. Navigate to the directory where your Flask app is located using the cd command.
For example:
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cd /path/to/your/flask/app

3. Run the following command to install the dependencies:

pip install -r requirements.txt

This command reads the dependencies from the requirements.txt file and installs
them in your Python environment.

Now, your Flask app should have all the necessary dependencies installed. You can
proceed with running your Flask application. If there are additional steps or commands
required for running your specific Flask app, you may find them in the app’s document-
ation or source code.

5. Run the Flask Application:

1. Run the ‘app.py‘ file in VSCode.

6. Access the Application:

1. Open the link displayed in the terminal after running the application.

2. You will be redirected to the application site.

3 Dataset

• The project makes use of a dataset obtained from Kaggle, accessible at Kaggle
Dataset Link. This dataset contains complaints from customers within a financial
company, stored in a .json format.

• The primary aim of the dataset is to address the need for an automated system to
classify customer support tickets based on products and services, aiming to enhance
the efficiency of resolving issues.

• With a total of 78,313 customer complaints, the dataset encompasses 22 features,
each representing different facets of issues reported by customers.

4 Data Exploration

Google Drive has been connected to the current Colab Notebook session to read the
dataset using the code given in Figure 2.

4.1 Installing Libraries

To ensure the proper functioning of the project, it is essential to install the required
libraries. Run the following commands to install the necessary dependencies:

After successfully installing the required libraries, the environment is now equipped
with the essential dependencies for executing the project. To proceed with the next steps,
a few libraries need to be imported.
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Figure 2: Data loading

Figure 3: Installing libraries

4.2 Importing All the Libraries

The following crucial libraries are imported, setting the groundwork for data manipula-
tion, natural language processing, machine learning, and various other tasks.
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Figure 4: Importing all libraries
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4.3 Data Preprocessing

Below are the essential steps for data cleaning and preprocessing, crucial for preparing
the dataset for subsequent analysis and model development, such as CNN + LSTM with
Glove Embedding.

5 Model Training with CNN + LSTM with GloVe

Embeddings

Below is the implementation for training the support ticket classification model, incor-
porating GloVe embeddings for enhanced text representation. This section encompasses
loading the embeddings, tokenizing the dataset, and building the model for effective
classification.
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Figure 5: Data Preprocessing

Training the support ticket classification model using the provided configuration. The
model undergoes 5 epochs with a specified batch size, while monitoring performance on
the validation set for each epoch.

To find the training validation and accuracy as well as validation and loss run below
code snipped:

To fetch confusion matrix for CNN-LSTM follow below code snippet:

6 Model Training with FineTune XLMRoberta Trans-

former

The data loading and pre-processing steps for FineTune XLMRoberta models remain the
same as CNN+LSTM with glove model. The only difference is data preprocessing and
model building. These steps are given below.
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Below is the model function that defines the architecture for FineTune Distillbert
Transformer. The function incorporates a transformer layer, setting its weights to be
non-trainable, and includes dense layers for feature extraction. The output layer utilizes
the sigmoid activation function for multi-label classification.Sharma (2023)
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7 Model Training with FineTune Distilbert Trans-

former

The data loading and pre-processing steps for FineTune Distilbert Transformer models
remain the same as CNN+LSTM with glove model. The only difference is data prepro-
cessing and model building. These steps are given below.Olafenwa (2022)
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