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1 Introduction

1.1 Purpose Of The Document

This document discuss tools and services required for the deployment of proposed meth-
odology along with configuration manual that present complete guide for deployment.

2 Document Overview

2.1 Objective

This study aims to demonstrate how such integration may significantly improve illness
prediction accuracy, optimise healthcare application delivery, and eventually con- tribute
to the establishment of a more efficient and refined healthcare infrastructure.

2.2 Tools

Amazon Sagemaker, Elastic beanstalk , codepipeline ,Cloud 9, Github

2.3 Github

In the proposed methodology , Github is used for the source control repository to store
the flask based webapplication.

2.4 Sagemaker

In this notebook instance of AWS SageMaker is used to prepare and process the data
along with training the model. This notebook instance of AWS sagemake is integrated
with python jupyter notebook.

2.5 Cloud 9

In this project Cloud 9 IDE is used to run the terraform script for provisioning the AWS
ElasticBeanstalk Environment along with Beanstalk Application.

2.6 ElasticBeanstalk

Now in this, it was used to host the Flaskbased application which is stored in Github
Repository
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2.7 CodePipeline

Now Aws codepipline is used to automate deployment of web application on elasticbean-
stalk environment, It will fetch webapplication source code from Github repository and
push it on elasticbeanstalk environment

3 Configuration:

3.1 Webapplication Source Code and Terraform Script

- Please refer the zip file submitted in ICT Solution Artefact

3.2 Dataset URL

https://archive.ics.uci.edu/dataset/45/heart+disease

3.3 Github :

Step 1: Login to Github account or create new one if you don’t have

Step 2 : Create Repository

Step 3: Upload the source code of webapplication by using Git CLI Commands.

Note – On successful upload the github repository URL will appear that require in
the configuration of the AWS codepipeline

3.4 Sagemaker

Step 1 : Login to AWS PORTAL.

Step 2 : Navigate to AWS SAGEMAKER
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Step 3 : Select Notebook instance option under Notebook

Step 4 : Click on “Create Notebook Instance” and specify the value as shown in the
fig

Step 5 : After Successful Creation, open the created notebook instance and click on
“open in jupyter lab”

Step 6 : Open lab and upload the data set and code, once upload run the code .

3.5 Cloud 9:

Step 1: Create Cloud 9 Enviornment
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Step 2 : Click on create

3.6 AWS ELASTIC BEANSTALK

Open the created cloud 9 environment and upload and run the terraform script provided
in the ICT Solution Artefact

After executing above terraform script it will deploy elasticbeanstalk environment

3.7 CodePipeline

It is used to retrieve webapplication source code from github repository and push it on
elasticbeanstalk environment

5



Step1 : navigate to AWS Codepipeline
Step 2 : In choose pipeline setting , Specify the name for the pipeline and click next
Step 3: In add source stage, Select the source provider as the github and connect to

github account that contain webapplication source code
Note – skip add build stage Step 4 – In add deploy stage , select AWS Elastic beanstalk

as source provider , and specify beanstalk environment configuration detail as shown in
fig

Now just review and Create Pipeline
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