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1 Introduction

The configuration manual describes briefly how various tools were used during the imple-
mentation of algorithms in the thesis titled ”Meta-Heuristic Scheduling Algorithms on
Containerized Environment”. The report highlights how various algorithms can be used
to schedule containers on VMs and then use metaheuristic algorithms to scheduke VMs
on Physical machines (PMs). This could be tested either by directly deploying applica-
tions on Cloud using services provided by the providers or by testing various workloads on
simulators like CloudSim. CloudSim 4.0, has been used to implement the algorithms and
run various experiments found in ContainerCloudSimExample.java to find the optimal
results.

2 Setting up CloudSim

The following part of the report describes various steps to install and set up CloudSim
4.0, on the local machine.

Step1: CloudSim is written in Java, however, it is a good practice to check if
any existing Java version is installed on the machines or not. If there is nothing in-
stalled then the latest Java version can be downloaded and installed from the link ht-
tps://www.java.com/download/iemanual.jsp.

Step 2: Setup Java environment variables after installing the latest verison of Java.
Step 4: Downloaded an intergrated development kit to work on the cloud infrstarture.

The preferred one is Eclipse oxygen IDE which can be downloaded from: https://www.eclipse.org/downloads/packages/release/2023-
09/r/eclipse-ide-enterprise-java-and-web-developers

Step 5: Install the eclipse IDE on the desktop.
Step 6: Downloaded CloudSim 4.0 from https://github.com/Cloudslab/cloudsim/releases/tag/cloudsim-

4.0
Step 7: Open eclipse, create a workspace.
Step 6: Unzip the downloaded CloudSim 4.0 source code file and import in Eclipse

IDE using Maven for dependencies.

3 Scheduling containers on Vms

Step 8: Once successfully imported the CloudSim file structure can be seen in the project
explorer tab of the IDE, as shown in 1

Step 9: The project focuses on pre-existing container algorithms, so check for the
pre-existing algorithms and code them under one file. As CloudSim is a cloud simulator it

1



Figure 1: cloudsim-4.0 in eclipse IDE (file structure)

has an integrated open-source Planetlab workload which gives information about various
dataset collected.

Step 10: Modify all the files related to the algorithms necessary and run the program
as shown in the figure below: 8

Figure 2: Files changed under containercloudsim

Figure 3: NaseemConstants.java

Step 11: Once the program runs successfully, the results are stored in the folder,
check for the path and check the folder to get the results. 3

Step 12: Evaluate the results by checking for the maximum, minimum and average
container migration time and maximum energy consumption of the containers.
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4 Scheduling VMs on PMs

This section gives an overview of how the second experiment to schedule Virtual ma-
chines on physical machines using meta heuristic algorithms like ACOR, ALO and PSO
is implemented.

Step 14 Using python environment on visual studios, write and run the algorithms
ACOR, ALO and PSO which are improted from mealpy library.4

Figure 4: code for ACOR

Step 13 In Eclipse, import the file that contains meta-heuristic algorithms under
CloudSim folder.

Step 14 In the project explorer of Eclipse IDE, click on CloudSimExample6.java from
the list of examples, change the number of cloudlets and run it.

Step 15 The generates output is stored in a data.json file, check the data.json file and
execute the ACOR algorithm in Visual Studio. The output of this algorithm is stored in
a sample.json file which is uploaded to the Eclipse IDE.

Step 16 When the CloudSimExample6.java file is executed, you notice that the out-
put is generated halfway through and then data.json file is created. Now after executing
ACOR sample.json file is generated and uploaded which acts as input to the Cloud-
SimExample6.java. So click the console again to complete the execution of the example
and check the results. 3

Figure 5: Cloudlet received, second output

Step 17 The complete cycle of running CloudSimExample.java, storing the output in
data.json, executing the meta heuristic algorithm and getting sample.json file which later
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acts as input file for CloudExample6.java to complete the execution is repeated until all
the algorithms are tested on different number of cloudlets and test the results. 3

Figure 6: Results output with wait , start and finish time

Figure 7: Results output with wait , start and finish time

Figure 8: Results average finish time
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