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Enhanced Genetic Algorithm For Dynamic Dependent
Workloads To Improve Load Balancing Efficiency in

Cloud Computing

Zain Ull Abbdin Mohammed
x22142169

Abstract

In the recent years, the potential of cloud computing (CC) has attracted a lot
of attention to improve the scalability of cloud Data Centers (DC). Effective load
balancing (LB) solutions are required to ensure the best possible distribution of
workload. LB is a major issue for distributed computing systems, particularly in
cloud environments with several customers. To enhance LB in cloud computing,
numerous tactics, methods, and techniques have been developed over time. These
methods concentrate on lowering execution time, cutting down on energy usage,
maximizing resource utilization, and accelerating task scheduling among a group of
virtual machines (VMs). However, these traditional methods often fail to consider
the dynamic and interdependent workload, which may result in overloading-related
problems.

An algorithm that can improve load balancing efficiency in cloud computing and
dynamically manage dependent workloads is necessary to address this challenge.
This research proposes an Enhanced Genetic Algorithm (EGA), which is based on
natural process. It is a technique where two fittest parents (or virtual machines)
are selected from the initial population (Datacenter, Virtual Machine, Cloudlets)
and mutated to create an offspring (a new virtual machine) to manage the dynamic
load. The outputs like total energy utilized, resource utilization, and execution
time were captured in several iterations and the same was compared with Particle
Swarm Optimization (a load balancing algorithm). The average results show that
EGA outperforms PSO and is about 77% more efficient.

1 Introduction

In cloud computing, the purpose of load balancing is to optimally distribute compuing
workloads across several servers to better the system performance and resource utiliza-
tion Mishra and Mishra (2015). Advanced load balancing strategies are required because
dynamic and dependent workloads are becoming more common in cloud environments.
In an attempt to improve the load balancing efficiency, this study suggests an Enhanced
Genetic Algorithm (EGA) for dynamic and dependent workloads in cloud computing en-
vironment.

The Enhanced Genetic Algorithm (EGA), which is derived from the Genetic Al-
gorithm (GA), is a versatile and efficient approach to handle Load Balancing criterion.
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Salvi (2022). It is made to properly distribute workloads among cloud resources, improv-
ing system efficiency and guaranteeing optimal use. To cater to the varying demands of
cloud computing, the study attempts to adapt and deploy the EGA specifically for dy-
namic and dependent workloads. This research is a continuation of future work mentioned
in the research Salvi (2022) done by Rohit Rajesh Salvi.

1.1 Motivation

Advanced load balancing mechanisms are required for dynamic and dependent workloads
in cloud environments, and the EGA offers an adaptable and practical solution to these
problems Salvi (2022). Because of the growing reliance on cloud services and the require-
ment for effective resource use, the research of the Enhanced Genetic Algorithm (EGA)
is essential. There is a lot of potential for cloud computing in many different areas, but
efficient load balancing is crucial to guaranteeing the best performance and resource dis-
tribution Shafiq et al. (2022).

Load balancing becomes increasingly important with the expansion of cloud data
centres and the development in complicated computational jobs. The EGA, a more
advanced evolutionary algorithm, gives prospective answers for how to improve load dis-
tribution and system performance Wang et al. (2014). To achieve optimal resource usage
and satisfy the various requirements of cloud computing environments, it is important to
research and modify the EGA to precisely cater to dynamic and dependent workloads.

1.2 Research Question

Can Enhanced Genetic Algorithm perform better than existing load balancing techniques
to manage dynamic workloads in cloud computing environment?

1.3 Research Background and Objectives

A key component of cloud computing is load balancing, which guarantees optimum system
performance and resource efficiency. Workloads are dynamic and frequently interdepend-
ent in cloud systems, making optimal task distribution difficult Joshi and Kumari (2016).
Traditional load balancing methods have difficulty properly adjusting to these dynamic
and variable workloads. Genetic Algorithms (GAs) provide an evolutionary computation
approach that mimics natural selection processes. These algorithms have shown promise
in finding optimal solutions for various optimization problems Makasarwala and Hazari
(2016). However, applying a standard GA directly to load balancing in the cloud might
not fully address the intricacies of dynamic and dependent workloads. To address this,
an enhanced Genetic Algorithm (EGA) tailored for dynamic and dependent workloads
in cloud computing has been proposed. EGA aims to distribute workloads effectively
across virtual machines (VMs), preventing overload and optimizing resource usage. By
considering the dynamic nature of workloads and their dependencies, this algorithm seeks
to significantly improve load balancing efficiency in cloud systems.

2



2 Related Work

Users of the cloud receive scalable and effective services without having to provision or
manage physical infrastructure. Daily growth in the cloud industry brings with it new
challenges Raza et al. (2015). Cloud load balancing is one such challenge. To address
these issues, a substantial amount of current research has been carried out, and it makes
several approaches, algorithms, frameworks, etc. This section provides a comprehensive
overview of research on resource allocation, job scheduling, virtual machine allocation,
and load balancing with genetic algorithms.

2.1 Allocation of VMs in Cloud Computing

A detailed study on virtual machine placement (VMP) in cloud infrastructure manage-
ment is presented in Lopez-Pires and Baran (2015). One of the difficult challenges in
the cloud-infrastructure management is VMP according to experts. The paper discusses
a variety of VMP-related subjects, including cloud service marketplaces, Quality of Ser-
vice (QoS), Service Level Agreements (SLA), and, energy efficiency. Finding research
possibilities in this important area is the goal, with a focus on how to choose the best
cloud providers for hosting virtual machines and how to allocate resources optimally for
performance and cost-effectiveness.

Enhancing resource utilization efficiency, lowering user expenses, and cutting down on
computation time are the main objectives of research conducted by Shi and Lin (2022).
In order to achieve distribution stability, the authors provide a brand-new multi-objective
optimization method for dynamic resource allocation across many virtual machines. The
optimization methodology is focused on maximizing resource use to provide consumers
with savings in terms of costs and computation time.

The difficulties with virtual machine (VM) allocation in cloud computing settings are
discussed in study Ezugwu et al. (2013), with a focus on private cloud architecture. Per-
taining to the cloud environment, this study emphasizes the significance of VM allocation
in an attempt to effectively use and manage resource and increase overall cloud system
performance. The analysis and solution of the allocation problem reveals the complexity
and problems involved in effectively distributing virtual machines across cloud infrastruc-
tures.

Task allocation method for Virtual Machines (VMs) in cloud computing has recently
advanced. It draws attention to the difficulties cloud data centers have when allocating
resources and applications according to demand. In order to maximize resource use and
improve cloud data center performance, the study Ullah et al. (2022) underlines the sig-
nificance of appropriate VM allocation. It looks at advancements from 2015 to 2021 and
examines how VMs might be used to efficiently distribute resources within a data center.

In the study Hashemi et al. (2021), a multiple objectives approach to a virtual ma-
chine (VM) allocation in cloud computing environments is covered. Finding appropriate
locations for virtual machines (VMs) on physical machines (PMs) to accomplish predeter-
mined goals with an emphasis on lowering energy consumption. The goal of the study is
to ensure that programs running on virtual machines execute promptly while optimizing
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resource distribution while taking energy efficiency into account. The suggested approach
aims to achieve a balance between energy-saving cloud infrastructure and effective VM
placement.

2.2 Task Scheduling in Cloud Computing

The fundamental idea of task scheduling in cloud computing is examined in this paper
Arunarani et al. (2019). Optimizing task scheduling happens to be the main goal to
judicially reduce time loss and increase performance. Numerous studies have looked into
different work scheduling techniques to improve performance. The study emphasizes how
important efficient scheduling algorithms are and how they affect cloud computing. These
techniques are designed to ensure effective utilization of virtual machines and minimize
makespan by allocating jobs to available resources as efficiently as possible. The paper
focuses on the significance of assessing and choosing suitable scheduling strategies to en-
sure effective work allocation.

The paper Mahmood et al. (2021) offers a summary and analysis of the various task
scheduling algorithms used in cloud computing. It explores the many algorithms used in
the cloud computing environment, concentrating on how adaptable, practical, and appro-
priate they are for job scheduling. The review explains the difficulties these algorithms
have encountered and how researchers have solved them.

Task scheduling in cloud context is covered in the paper Hai et al. (2023), with an
emphasis on security and optimization. It discusses the difficulties cloud platforms have
in effectively managing workflow submissions and highlights the need of task scheduling
optimization. The study suggests several HEFT algorithm iterations modified to yield
better outcomes, notably in the context of rank generation. With the goal of minimizing
service response times, cutting costs, and improving overall quality of service (QoS),
optimization is recognized as a crucial component. The study also recognizes the need of
security while scheduling tasks in cloud systems.

2.3 Resource Allocation in Cloud Computing Using Optimiza-
tion Methodologies

The technique adopted to assign resources to customers based on their adaptable needs
in cloud computing is highlighted in the paper Manzoor et al. (2020). In order for cloud
services to successfully and efficiently meet a range of demands, resource allocation is a
critical component. The document describes methods and strategies used for resource al-
location, allowing cloud service providers to minimize resource consumption and improve
the quality of service.

The paper Kumain (2020) presents a summary of the various resource allocation
optimization approaches utilized in cloud computing systems. It investigates strategies
for boosting resource use and effectiveness in cloud computing settings. The authors
examine the state of the art in resource allocation and optimization research, highlighting
several strategies used to optimize resource allocation in cloud systems. The offered search
results do not include a description of the strategies’ specifics, but the paper appears to be
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a useful source for learning how optimization is essential to efficiently manage resources
in cloud environments.

2.4 Genetic Algorithm for Load Balancing

The paper Naz et al. (2023) offers a technique to virtual machine (VM) allocation in
cloud computing that uses genetic algorithms. By effectively distributing VMs to serv-
ers, it focuses on optimizing resource use with the goal of minimizing resource waste
and maximizing performance. In order to establish the best allocation strategy, the Ge-
netic Algorithm is used. It takes into account the workload, server capacity, and VM
requirements. The goal is to efficiently distribute VMs among servers, improving system
performance and resource utilization as a whole.

In order to optimize load distribution in cloud computing environments, the study
Lagwal and Bhardwaj (2017) suggests a load balancing technique using a Genetic Al-
gorithm (GA). The GA-based strategy uses intelligent sorting of virtual machines (VMs)
depending on how long they take to execute to effectively distribute workloads to VMs.
Load balancing is accomplished by allocating smaller jobs to VMs with the longest exe-
cution times, eventually enhancing the speed and efficiency of the cloud architecture. For
an optimal resource usage and improve overall system efficiency, the study underlines the
significance of effectively balancing the load in cloud computing.

The simulation study that the paper Greene (2001) presents focuses on dynamic load
balancing in heterogeneously distributed systems. In order to maximize load distribu-
tion, the paper presents a Genetic Algorithm (GA) with multiple criteria. In a dynamic
distributed system, this GA-based method seeks to efficiently divide the computational
burden among several nodes. To achieve efficient load distribution, the method uses a
nonnegative-valued function that has been normalized. The paper makes contributions
to understanding how to deal with dynamic load-balancing difficulties, particularly in
systems with fluctuating and changing workloads and computing demands.

The Balancer Genetic Algorithm (BGA) is a unique method presented in paper Gulbaz
et al. (2021) to handle the task scheduling problem associated with cloud computing. A
key component of cloud computing systems, work scheduling is handled well by the BGA.
In order to decrease resource idle time and increase overall efficiency, the research suggests
a method for allocating tasks to resources in the most effective way possible. The goal
of this article is to improve task scheduling in cloud environments through the BGA,
making it possible to use computational resources more efficiently.

2.5 Using Improved Genetic Algorithm For Load Balancing

In his research, Rohit Rajesh Salvi applies improved genetic algorithm (EGA) to increase
load balancing efficiency especially in cloud computing environments. The aim here
is distributing workloads among virtual machines (VMs) while considering the current
load on VM clusters. The EGA evaluates workload and performance characteristics to
distribute jobs to VMs, preventing VM overload. The report acknowledges the need for a
reliable load balancing system. It is possible to establish effective load distribution within
the cloud infrastructure using the suggested EGA-based techniqueSalvi (2022).

5



Table 1: Literature Review Summary
Literature Review Description of Concept Relevance to Research

Allocation of VMs in
Cloud Computing

Shi and Lin (2022), Lopez-
Pires and Baran (2015) Op-
timize dynamic resource al-
location, VM placement is-
sues, and cloud provider se-
lection for performance and
cost effectiveness.

Importance of choosing the
right cloud provider and ef-
ficient resource allocation for
performance and cost savings.

Allocation of VMs in
Cloud Computing

Ezugwu et al. (2013), Ullah
et al. (2022) Importance and
impact of VM allocation on
cloud data center perform-
ance.

Highlights difficulties and
complexity in distributing
VMs, essential for maxim-
izing resource utilization
and enhancing cloud system
performance.

Allocation of VMs in
Cloud Computing

Hashemi et al. (2021) Pro-
poses a multi-objective
method for VM allocation
ensuring fast program exe-
cution and energy economy.

Optimization of program ex-
ecution and energy efficiency
crucial in cloud settings, bal-
ancing energy-efficient archi-
tecture and appropriate VM
placement.

Task Scheduling in Cloud
Computing

Arunarani et al. (2019),
Mahmood et al. (2021) Im-
plement efficient scheduling
algorithms and discusses
various task scheduling
methods.

Efficient workload allocation
depends on scheduling meth-
ods, impacting VM usage and
minimizing task completion
time.

Task Scheduling in Cloud
Computing

Hai et al. (2023) Explores
task scheduling optimiza-
tion focusing on QoS im-
provements using a modified
HEFT algorithm.

Acknowledges the need for
better scheduling strategies
for improved service quality.

Resource-Allocation in
the Cloud Computing

Manzoor et al. (2020),
Kumain (2020) Explain
resource distribution tech-
niques and overview optim-
ization techniques for cloud
system resource allocation.

Necessity of optimization
techniques for successful
cloud service delivery and
resource management in
cloud settings.

Genetic Algorithm For
Load Balancing

Naz et al. (2023), Lag-
wal and Bhardwaj (2017)
Suggest using Genetic Al-
gorithm for load distribu-
tion.

Incorporating genetic al-
gorithms in load balancing
optimizes resource use and
task distribution.

Improved Genetic Al-
gorithm For Load Balan-
cing

Salvi (2022) Proposes an En-
hanced Genetic Algorithm
(EGA) increasing load bal-
ancing efficiency in cloud
computing, avoiding virtual
machine overload.

Enhances load balancing effi-
ciency in cloud computing.
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2.6 Literature Review Summary

The Table 1 summarizes the literature review. The research Salvi (2022) shows efficiency
of EGA in static workload conditions. However, this research in an attempt to evaluate
load balancing in dynamic workload setup using EGA.

3 Methodology

This study uses an Enhanced Genetic Algorithm (EGA) in a systematic approach to
improve load balancing efficiency in cloud computing. To evaluate the efficiency this re-
search compares the performance of EGA with PSO (Particle Swarm Optimization). The
PSO algorithm is a popular population-based optimization method that takes inspiration
from the typical behaviors of bird flocking. Marini and Walczak (2015).

3.1 Experimental Setup

In order to mimic dynamically dependent workloads, the study makes use of Cloud-
Sim, a simulation tool for modeling and simulating cloud computing infrastructure. In
this CloudSim configuration, a Java application is created to run the EGA and PSO
algorithms.

3.2 Data Collection

3.2.1 Workload Simulation:

CloudSim generates a variety of dynamically dependant workload situations to simulate
real-world cloud computing environments. These include a range of resource needs and
computing requirements.EGA framework that uses an enhanced mutation method within
the traditional Genetic Algorithm technique to intelligently handle dynamic workload
fluctuations is used to simulate the dynamic workload.

• Genetic Algorithm: It is a technique for solving and optimizing problems that
mimics natural selection. It provides a population of possible solutions recorded as
chromosomes, which are often shown as binary code or strings of integers Lambora
et al. (2019). These solutions evolve via several iterations through the process of
selection, mutation and, crossover. Selection involves choosing the fittest individu-
als based on their fitness, in order for the fittest individuals to go on to the next
generation. In order to produce new solutions and mimic reproduction, crossover
combines genetic information from selected individuals. To ensure diversity, muta-
tion introduces random alterations in some individuals. The approach is helpful
in a variety of disciplines since it keeps going through this cycle until it converges
towards an ideal or nearly optimum solution. The Figure 1 below depicts the flow-
chart of a Genetic Algorithm.
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Figure 1: Genetic Algorithm Flowchart

• Initialization An initial population typically consists of a set of chromosomes,
each of which has a group of genes that might be used to solve a particular prob-
lem. These chromosomes and their genes serve as the population’s blueprints for
a variety of solutions. Genetic algorithms mimic the natural evolutionary process
by simulating the evolution of these chromosomes and genes through iterations
(Source: 1).

Figure 2: Initial Population

• Selection: Higher fitness levels, as determined by a fitness function, increases the
probability that an individual will be chosen for reproduction. This is similar to
natural selection’s ”survival of the fittest” theory, enabling better solutions to pass
on to the next generation.

• Crossover: The GA uses a crossover operation after fitness evaluation and se-
lection, in which selected parents are chosen to produce new offspring. Genetic
information is exchanged between parents via methods such as single-point or two-
point crossover, leading to the creation of new solutions (Source: 2).

1Figure 2 https://norma.ncirl.ie/6488/1/rohitrajeshsalvi.pdf
2Figure 3 https://norma.ncirl.ie/6488/1/rohitrajeshsalvi.pdf
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Figure 3: Crossover

• Mutation: Random changes are introduced at gene level in this phase to explore
new solutions and maintain diversity. The above steps go through a number of
iterations until a solution to a problem is achieved (Source: 3).

Figure 4: Mutation

3.2.2 Execution of Algorithms

The EGA and PSO algorithms are applied in the simulated set up and parameters like
computation time, resource allocation and energy consumption are captured.

3.3 Data Analysis:

The analysis of data is done by taking an average of outputs captured through several
iterations of both the algorithms. The average is taken because the workload is dynamic
in nature and each run will result in a different output. Evaluation will be based on the
time taken for the workload to get processed, how many resources were utilized, and the
energy consumed during each iteration.

4 Design Specification

The approach of the traditional GA will be adopted by the Enhanced Genetic Algorithm
(EGA), which will use an enhanced mutation strategy. The Datacenter (DC), Virtual
Machines (VMs), and cloudlets parameters are established during initial phase. The
starting population for EGA is comprised of these parameters. The fitness function then
assesses this initial population to determine the ideal fitness value and the two fittest
VMs, parent A and parent B. Next, we switch these two fittest VMs using a single-point
crossover to create an offspring. These offspring then go through a mutation phase. Un-
like the traditional GA, which randomly modifies one VM parameter, in this case, the VM

3Figure 4 https://norma.ncirl.ie/6488/1/rohitrajeshsalvi.pdf
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is completely replaced with another VM that has the appropriate specifications in order
to prevent any malfunctions brought on by incorrect parameter modifications. A cloud
infrastructure made up of DCs, VMs, and cloudlets is created by the resultant modified
population. The cloudlets are processed within the virtual machines (VMs) built in the
DC during a simulation, and the simulation produces the total time taken to process each
task or cloudlets.

4.1 Enhanced Genetic Algorithm

The Enhanced Genetic Algorithm (EGA) resembles to a smart approach to problem-
solving that draws inspiration from natural processes. It is an improvement on a standard
procedure known as the Genetic Algorithm (GA). EGA is better because it selects the
finest solutions more cleverly, combines them effectively, and modifies them in a smart
way. This aids in its ability to solve complex puzzles, particularly those involving dynamic
and related tasks in cloud computing.

4.1.1 Initialization

The initial population is formed during EGA’s initial phase, where the population of
attainable solutions (also called as chromosomes) is created. Every solution, which is
usually recorded as a string of values (genes), indicates a potential solution to the prob-
lem. In this study, improving LB efficiency of dynamic workload is the problem and
the individuals that would help us discover a solution to the problem are DC, VMs and
Cloudlets. The Figure 5 represents the initial population where a group of VMs form a
chromosome and each VM is a gene(Source: 4).

Figure 5: Initialization in EGA

4.1.2 Selection

Fitness Evaluation : Analysis of each VM’s fitness within the population happens in
this step. The fitness function evaluates a solution according to predetermined standards.
Better solutions are indicated by higher fitness values.

4Figure 5 https://norma.ncirl.ie/6488/1/rohitrajeshsalvi.pdf
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Selection Process : Chooses VMs from the population to become parents. Fitter
VMs are more likely to be chosen since they pass on their genetic information to the next
generation.

4.1.3 Crossover

This step involves pairing the selected VMs (parents) and performing a crossover op-
eration. In order to make new offspring (VM in our case), this involves the exchange
of genetic information between parents Figure 6. Multiple techniques exist to exchange
genetic information, such as single-point crossover, two-point crossover, and uniform cros-
sover. Each technique manipulates the genetic information differently (Source: 5).

Figure 6: Crossover

4.1.4 Mutation

Offspring VM generated in the previous step is mutated to introduce diversity in the
population, meaning a new VM is replaced in chromosome. Figure 7. This VM will be a
better fit to handle dynamic workload more efficiently (Source: 6).

Figure 7: Mutation

4.2 Pseudocode

The algorithm’s pseudocode is as follows:

Step 1: Details and parameters are defined for DC, VMs and Cloudlets.
Step 2: Setup the Initial Population

• Create Datacenter, Cloudlets, VMs randomly.

Step 3: Using the Fitness Function, find the fitness value.

5Figure 6 https://norma.ncirl.ie/6488/1/rohitrajeshsalvi.pdf
6Figure 7 https://norma.ncirl.ie/6488/1/rohitrajeshsalvi.pdf
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• Initialize threshold = 800000

• Iterate through VMs:

• Iterate through Cloudlets:

• Calculate temp = Cloudlet length / VM’s MIPS

• Calculate current = current + temp

• If current < threshold, update threshold, and store parent a and parent b

• Store the best fit parent a and best fit parent b VMs based on the fitness function.

Step 4: Crossover Machines

• Swap the VMs parent a with parent b.

Step 5: Mutation

• Mutate a random VM by changing its specifications to a new configuration.

Step 6: Submit and run Datacenter, Cloudlets, and Mutated VMs in Cloudsim.
Step 7: Capture results

5 Implementation

The research uses Cloudsim (Source: 7) as a simulation tool to carry out the experiments
pertaining to dynamic load balancing in cloud computing environments. Enhanced Ge-
netic Algorithm (EGA) was proposed to optimize the efficiency for effective load balancing
in a dynamic workload setup. Since EGA is based on a concept of natural process, it
requires initial population, the initial population in this study are cloudlets (tasks), VMs,
and Datacenter. Figure 8 depicts the initial population for cloudsim. The cloudlets in
the figure represent the varying workload on VMs inside a datacenter.

Figure 8: Initial population for Cloudsim

7Cloudsim URL https://github.com/Cloudslab/cloudsim/releases/tag/cloudsim-3.0.3
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The code to implement this simulation was written in Java (JDK 17.0.5) programming
language, run on an Eclipse IDE (4.27.0 version) environment. Since the workload on
the VMs is dynamic in the simulation, two load balancing algorithms EGA and PSO
were implemented and average of ten iterations was used to measure and compare the
efficiency of the algorithms to handle load balancing in a dynamic environment. The
parameters that were captured in the outputs are energy consumed, resources utilized,
and the time taken to execute the cloudlets.

5.1 CloudSim

CloudSim is one of the widely used framework for modeling and simulating cloud com-
puting services and infrastructures. It gives a platform to model multiple aspects of cloud
environments and assess various architectures, rules, and algorithms in diverse contexts
Goyal et al. (2012). The tool makes it possible to model hosts, virtual machines, cloud
data centers, and other components of a cloud-based environment. This research uses
cloudsim to simulate Datacenter, Virtual Machines, and Cloudlets to implement EGA and
PSO algorithm to compare the efficiency of dynamic workload in a cloud environment.

5.1.1 Datacenter

An essential component of cloud computing, a datacenter is the infrastructure on which
cloud resources (such as VMs, hosts, storage, and so on) are located. It is in charge
of providing and overseeing these resources. Datacenter in this simulation initializes
properties including the operating system, architecture, time zone, cost parameters, and
so on. It sets the properties of the physical machines that will host the virtual machines
(VMs) and generates hosts and PEs within the datacenter. Table 2 lists all the parameters
that were defined in the simulation.

Table 2: Datacenter Parameters

Parameter Value
Operating system Linux
Cost per Bandwidth 0.2
RAM 16384
Cost per Storage 0.2
VMM Xen
Cost per Memory 0.1
Timezone 10
Storage 100000
Architecture x86
Cost 5

5.1.2 Virtual Machines

Virtual machines, or VMs, are the instances of virtual computers that are assigned to
users to execute their tasks or applications. They contain the allotted memory, stor-
age, computing power, and other resources Goldberg (1974). This simulation produces a
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certain number of virtual machines (VMs) dynamically with different specifications, in-
cluding size, RAM, number of PEs, MIPS (Million Instructions Per Second), bandwidth,
and VM scheduling strategy in order to process and execute cloudlets.

5.1.3 Cloudlets

Individual jobs or tasks that users submit to be completed in a cloud environment are
represented by cloudlets. The simulation produces a certain number of cloudlets dy-
namically using different characteristics, like the length of execution time, the file size,
the output size, and the quantity of Processing Elements (PEs) to schedule and execute
them.

6 Evaluation

The research compares two algorithms (Enhanced Genetic Algorithm and Particle Swarm
Optimization) to see which one is more efficient for load balancing in a dynamic workload
environment. Since the outputs are dynamic, the average of 10 iterations of each of the
algorithm is considered in this research to compare and justify which one is more efficient.
Three parameters on which the comparison was done are resource utilization, the time
of execution, and the energy consumed. Below are the results of each iteration. These
results represent the total execution time, total number of resources used and total energy
consumed per simulation.

Figure 9: EGA and PSO Iteration Results

6.1 Execution Time

Execution time is the total amount of time the datacenter needs to process all of the tasks
or cloudlets assigned to virtual machines. Figure 10 clearly depicts the time taken by the
EGA is less compared to PSO. The reason is because the newly mutated VM generated
by EGA executes cloudlets faster than the VM generated by PSO.
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Figure 10: Comparision of execution time

6.2 Resource Utilization

It is the number of resources used to execute the tasks or cloudlets. The calculation of
this can be achieved by multiplying the overall execution time of cloudlets with the CPU
usage time. As shown in graph Figure 11, it can be said that EGA requires less resources
compared to PSO.

Figure 11: Comparison of resource utilization

6.3 Energy Consumption

Energy consumption is the energy used to to execute overall tasks or cloudlets. Resource
allocation over time can be used as a formula to calculate energy consumption. This sim-
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ulation uses joules metric to calculate the energy. As shown in graph figurename 12, EGA
uses significantly less energy when compared to PSO to execute the cloudlets.Therefore
it can be said that EGA is more energy efficient than PSO.

Figure 12: Comparison of energy consumption

6.4 Discussion

As observed in Figure 10, Figure 11, and Figure 12 the graphs show difference in the sta-
bility between PSO and EGA. There are sharp peaks and downfall in case of PSO, where
as EGA is more stable. This is because of the dissimilarities between their operations. In
PSO, particles are constantly moving in order to explore and exploit the solution space
differently in each iteration. This behaviour along with dynamic workload in the simula-
tion leads to peaks and sharp fluctuations in each run. Where as in EGA the probabilistic
nature and straight forward approach to explore the solution space leads to more stable
performance across the different iterations, because it relies on genetic operations like
crossover and mutation which are probabilistic in nature.

The average result of iterations performed to compare the EGA and PSO clearly shows
that EGA is definitely more efficient when compared to PSO for load balancing in cloud
computing environments. The calculation of average based on the data in Figure 9 shows
that EGA is 77% more efficient that PSO. This is because EGA uses less resources to
execute the tasks which in turn reduces the execution time and energy consumption. This
was possible because of the newly mutated VM in EGA that gets generated, it assigns a
VM with a configuration that can handle load efficiently. The performance can further
be improved in future by fine tuning parameters such as mutation rate or cross over
probability. These parameters play a crucial role in shaping the algorithms behaviour
and performance. Strategically adjusting these parameters can significantly optimize
algorithm’s ability to choose a VM that is more efficient, which in turn improves the load
balancing.
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7 Conclusion and Future Work

In conclusion, the goal of the research was to find out if the Enhanced Genetic Al-
gorithm can optimize the load balancing with dynamic workloads in cloud computing
environments. A simulation setup was created to implement this technique and assess
the performance with another popular load balancing technique called PSO. Outputs like
energy consumption, resource utilization, and execution time were captured through sev-
eral iterations and the results showed that EGA is more efficient than PSO. Since EGA
technique works in several iterations until a solution to a problem is found, it can offer
better scalability and flexibility to handle varying workloads, which in turn will improve
service quality and will result in smoother operations and better user experience. How-
ever, the short come of this research is that it relies on a simulation, the performance
can differ when it is implemented in the real world. Also, it is compared with just one
algorithm, comparing it with wider range of algorithms will provide more understanding.

There is a lot of scope to improve and add on, like developing a hybrid algorithm,
where EGA can be combined with machine learning techniques or other algorithms which
can potentially improve the results. Also privacy and security concerns associated with
load balancing could be addressed in future.
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