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21208671

1 Introduction

The steps to configure the code files (.ipynb files) are outlined in the configuration manual.

2 Requirements

HARDWARE REQUIREMENT

e Operating System: Compatible with multiple operating systems, Windows, Mac
and Linux.

SOFTWARE REQUIREMENT
e AWS Account
e AWS Sagemaker Access

3 Code Configuration

e There are four .ipynb files and as their name suggest, there are three separate and
one combine or comparative analysis done on the code.

e A total of six models were trained under a distributed and parallel processing en-
vironment to be run on the Amazon Sazemaker.

Dataset csv files 14-12-2023 00:13 File folder
Comparisicn of the three at one instance 13-12-2023 23:43 Jupyter Source File 1,440 KB
distributed_keras 13-12-2023 23:52 Jupyter Source File 2 KB

distributed_randomforest_instance 13-12-2023 23:53 Jupyter Source File 4KB

distributed_xGBoost_instance 13-12-2023 23:33 Jupyter Source File 12 KB



4 Dataset Configuration

e The dataset folder contains the csv data files required to run the code.

% diabetes_012_health_indicators_ BRF55201...
@ diabetes_binary_3030split_health_indicat...
@ diabetes_binary_health_indicators_BRFSS...

5 Implementation

13-12-2023 23:55 Microsoft Excel C... 22,206 KB
Microsoft Excel C... 6,19% KB
14-12-2023 00:01 Microsoft Excel C... 22,206 KB

e Login to AWS MANAGEMENT CONSOLE using root user login and password.

dWSs

Signin

Account owner that performs tasks requiring

® Root user
unrestricted access. Learn more

O1AM user
User within an account that performs daily tasks.
Learn more

Root user email address

| hbcdmaﬂab@gmai\ com ‘

Agreement or other agreement for AWS services, and the
Privacy Nofice. This site uses essential cookies. See our
Cookie Notice for more information.

Create a new AWS account

e Open S3 bucket

AWS

re'|Nvent

NOV. 27 - DEC. 1, 2023 | LAS VEGAS, NV

Welcome to a new world
of work with Amazon Q

Learn more




@ & Stockholm ¥ Abcdmatlab ¥

|
[C]

Console Home . + Add widgets
it Recently visited info : i Applications (0) info

Region: Eurape (Stockholm)

Amazon SageMaker

- eu-north-1 (Current Region) ¥ ‘ ‘ Q, Find applications ‘

Lambda

1AM Name 'y Description ¥ Region ¥ Originating a...

BEEEEHE

)l Key Management Service

No applications

Get started by creating an application

Create application

View all services 4 Go to myApplications VA

e Upload all three csv data to a s3 bucket, which have all the permissions for s3
functions.

Objects Properties Permissions Metrics Management Access Points

Introducing Amazon Q »

Receive guidance, get troubleshooting tips, and learn about
Objects (3) info AWS services and capabilities.

Objects are the fundamental entities stored in Amazon S3. You can use Amazon S3 inventory [A to get a list of all ebjects in you
grant them permissians. Learn more [

Actions w || Create folder

M Upload
| Q, Find objects by prefix | @ Show versions 1 &
(] Name a | Type v | Last modified v Size v Storage class v
D o December 3, 2023, 01:28:03
(] diabetes_012_health_indica csv 21.7 MB Standard
(UTC+05:30)
tors_BRF552015.csv
o
diabetes_binary_5050split_ December 3, 2023, 00:18:58
() T csv 6.1 MB Standard
health_indicators_BRFS520 (UTC+05:30)
15.csv
b

" . - December 3, 2023, 00:51:51
() diabetes_binary_health_indi sV 21.7MB Standard

_ (UTC+05:30)
cators_BRFS552015.csv




AmazonS3 » Buckets » mybucketabedmat

Introducing Amazon Q x

mybucketabcdmat

Receive guidance, get troubleshooting tips, and learn about
AWS services and capabilities.

Objects | Properties | Permissions | Metrics ‘ Management Access Points

Permissions overview

Access
A\ Public

Block public access (bucket settings)

Public access is granted to buckets and objects through access control lists (ACLs), bucket policies, access point pelicies, or all. In order to ensure that public access to all your 53 buckets and
objects is blocked, turn on Block all public access. These settings apply only to this bucket and its access points. AWS recommends that you turn on Block all public access, but before applying any
of these settings, ensure that your applications will work correctly without public access. If you reguire some level of public access to your buckets or sbjects within, you can customize the
individual settings below to suit your specific storage use cases. Learn more E

Block all public access
A\ Off

» Individual Block Public Access settings for this bucket

e Set the bucket policy as shown

Bucket policy Edit Delete

The bucket policy, written in JSON, provides access to the objects stored in the bucket. Bucket policies don't apply to objects owned by other accounts. Leam more E

{
“Version": "2012-10-17",
“Statement™: [
{
"Sid": "PublicReadGetObject”,
"Effect™; "Allow",
"Principal”: ",
"Action”: "s3:GetObject”,
"Resource”: "arn:aws:s3::mybucketabcdmat/*"
}
]
}

e Create TAM Roles in a separate tab for accessing the buckets



-

Amazon 53

Buckets
Features (21)
Access Grants N

. Resources | New
Access Points

Documentation (48,
Object Lambda Acces o 8 ¢

Multi-Region Access Knowledge Articles (551)

Batch Operations Marketplace (717)

1AM Access Analyzer Blogs (1,721)
Events (12)
Tutorials (2)

Block Public Access

for this account

Storage Lens
Dashboards
Storage Lens groups

AWS Organizations

Feature spotlight

Identity and Access X
Management (IAM)

esults for 'lam’

Try searching with longer queries for more relevant results

application

/A Add MFA for root user

Add MFA for root user - Enable multi-factor authentication (MFA) for the root

u:

o improv

urity for this account

@ Root user has no active access keys

Using access keys attached to an 1AM user instead of the root user improves security

& o @ & Global w

ket

5 is stored in a bucket. To upload
to 53, you'll need to create a
E objects will be stored.

e no minimum fees. You only pay
. Prices are based on the location
t

pithly bill using the AWS Simple

2] L @ & Global ¥ Abcdmatlab

Introducing AWS User Notifications

>
]

The new AWS User Notifications service

enables you to view notifications from
Acd AWS in a central location in the AWS
Crel Management Console.

Sig Done

Dashboard

¥ Access management
User groups
Users
Roles
Policies

Identity providers

IAM resources

Resources in this AWS Account

User groups Users Roles Policies Identity
providers

0 1 21 4 0

mazon.com/console

Quick Links

My security credentials

Manage your access keys, multi-factor
authentication (MFA) and other

Account settings

¥ Access reports
Access Analyzer
External access

Unused access

What's new [2 View all

Updates for features in IAM

® |AM Access Analyzer now simplifies inspecting unused access to guide you toward least
privilege. 3

ks ago

e Under Policies, allow for s3 Full access

credentials.

Tools [4

Policy simulator

Tha cimalatar asliatas tha naliciae that



IAM > Policies

Policies (1166) info - Create policy
A policy is an object in AWS that defines permissions.
Filter by Type
Q s3 X ‘ ‘ All types v ‘ 12 matches 1 ©
Policy name A | Type v Used as v Description

QO = AmazonDMSRedsh... AWS managed None Provides access to manage 53 settings
QO @ AWS managed Nene Provides full access to all buckets via t.
QO = Amazon530bjectL... AWS managed None Provides AWS Lambda functions perm
O = Amazon530utpost... AWS managed None Provides full access to Amazon S3 on .
(@] ] Amazon530utpost... AWS managed None Provides read only access to Amazon S
(@] ] Amazon53ReadOn... AWS managed None Provides read only access to all bucket
(@] ] AWSBackupService... AWS managed None Policy containing permissions necassar

e Open Amazon Sagemaker, by going back to managemnt console and opening AWS
Sagemaker

2] L @ & Stockholm ¥ Abcdmatlab ¥

|
[C]

Console Home . + Add widgets
it Recently visited info : it Applications (0) info

Region: Eurape (Stockholm)

Amazon SageMaker

@ - eu-north-1 (Current Region) ¥ ‘ ‘Q Find applications

1
Lambda
1AM Name & | Description ¥ | Region ¥ | Originatinga...

Key Management Service
No applications

Get started by creating an application

Create application

View all services 4 Go to myApplications VA

e Search for the notebook instances in the left pane



» Governance

P HyperPod Clusters

Services | Q

Foundation models
Computer vision models deploy ML models faster using geospatial data.

Natural [anguage processing
models

Amazon SageMaker » Domains

Domains uw

repositories, and data files.

B Processing

Domains (1) info

» Training

» Inference

(@ Sagemaker geospatial capability is now generally available in us-west-2
Amazon SageMaker geospatial capabilities make it easier for data scientists and machine leaming (ML) engineers to build, train, and

Stockholm v

Learn more

B &4 @ @

A domain includes an associated Amazon Elastic File System (EFS) volume; a list of authorized users; and a variety of security, application, policy, and Amazon
Virtual Private Cloud (VPC) configurations. Each user in a domain receives a personal and private home directory within the EFS for notebooks, Git

Q, Find domain name

Name v

P AWS Marketplace

QuickSetupDomain-20231126T212576

Create domain
1 @
Id v Status v Created on v Modified on -
d-5xyfdvatlpSk @ InService Nov 26, 2023 15:59 UTC Nov 26, 2023 16:05 UTC

Tutorials

Documentation [

B &4 @ @

Stockholm v Abcdmatlab

v

v

4

v

v

v

v

Foundation models Amazon SageMaker > Notebook instances

Computer vision models

Notebook instances info Create notebook instance
Natural language processing
models Q, Search notebook instances 1 {é}
Governance

Name v Instance Creation time v Status v Actions

HyperPod Clusters )

(@] proj-3-Data-Security mlt3.medium 11/26/2023, 9:48:56 PM @ Inservice Open Jupyter | Open JupyterLab
Notebook

Notebook instances

Git repositories

Processing

Training

Inference

AWS Marketplace

e Create a notebook instance if you don’t have open. After a notebook instance has
been created and ready, you can further open it in jupyter and upload code files as

shown below

o -

& Comparision of the thre
& dictributed_keras.ipyni

& distributed_randamforest_instane= ipynb

_xGBoost_instance ipynb

* d
Running 2 hoursage 147 MB
Running & minutes ago To4 kB
Running 11 days ago ITE kB
Running 11 days ago 1Z2kB

e Open the distributed keras.ipynb and do the required pip installs.

pip install pandas numpy seaborn boto3 matplotlib skcit-learn

e Run the model for keras and observe the accuracy and classification score



import tensorflow as tf

from tensorflow.keras.models import Sequential
from tensorflow.keras.layers import Dense
from sklearn.metrics import accuracy_ score, classification_report

# Create g simple neural network model
model = Sequential()

model.add(Dense (64, input_dim=X_train.shape[1], activation="relu'))

model.add(Dense (32, activation="relu'))
model.add(Dense(3, activation='softmax'

# Compile the model

)) # Adjust the number of umits based on your target classes

model.compile(loss="sparse_categorical crossentropy’, optimizer="adam’, metrics=['accuracy'])

# Train the model

model.fit(X_train, y_train, epochs=18, batch_size=32, wvalidation data=(X_test, y test))

# Evaluate the model
nn_predictions = model.predict(X_test)

nn_predictions_classes = np.argmax(nn_predictions, axis=1)

nn_aCcuracy = accuracy_score(y_test, nn_predictions_classes)

# Get the index of the maximum value along axis 1

nn_classification_report = classification_report(y_test, nn_predictions_classes)

# Print the results

print(f MNeural Network Accuracy: {nn_accuracyl}’)
print(’'Neural Network Classification Report:')

print(nn_classification report)

Epoch 1718

2B23-12-82 22:29:49.652841: W external/local tsl/tsl/framewerk/cpu_allocator_impl.cc:

free systen memory.

G342/6342 [==================z======

@.8431
Epoch 2718

634276342 [========================

B.8492

Epoch 3718
GI42/6342 [=
B.8496

Epoch 4/18

634276342 [========================

B.8476
Epoch 5718

634206342 [============zzc=ss=zszoooo

B.8484
Epoch &/18

B3I&276342 [==================z======

B.8499
Epoch 7/18

634276342 [============s=s========2=

B.8488
Epoch E/18

G342/6342 [==================z======

B.8521

Epoch 9718

634276342 [========================
B.8499

Epoch 18718

634206342 [============z=====zzz====
B.84856

15861586 [===================—====

Heural Metwors Accuracy: @.84B62E19

Heural Metwork Classification Repor
precizion recall
8.8 a.a87 a.97
1.8 a.88 a
z.e 8.53 [ ]
accuracy
malro avg .47 @.48
weliphted avg 8.81 a.B5

299596539
L
fl-score

B.9z
B.aa
B.31

B.8%
B.41
B.82

16 Zms/step

122 Zms/step

12.

w

Zns/step

12

»

s fstep

12

w

Ims/step

135 Zmsfstep

132 Zms/step

12 Zms/step

12

w

Zns/step

125 Zms/step

25 Ams/fstep

Support

42735
Fad
69597

58736
58736
58736

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

e Similarly, run the random forest model

a.

4139

4855

4818

accuracy:

accuracy:

accuracy:

accuracy:

aLcuracy:

accuracy!

accuracy:

accuracy:

accuracy:

accuracy:

B3] Allocation of 34894502 exceeds 18% of

B.8432

B. 8464

B.8474

B.8475

B.8478

B.8488

B.8485

B. 8488

B.8481

B. 8486

wal_loss:

wal loss:

wal_loss:

wal_loss:

wal_loss:

wal_lass:

wal_loss:

wal_loss:

wal loss:

wal_loss:

@

&,

2

o

[

-

[- B

2

L4818

1547

1543

val_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:

wval_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:

val_accuracy:



In [17]: | from sklearn.model selection impert train_test_split
from sklearn.ensemble import RandomForestClassifier
from sklearn.metrics import accuracy_score, classification_report

¥ Fxample: Rondom Forest Classifier

X_train, X_test, ¥ brain, y_test = Crain_test split(X, y, test_size=8.2, random_state=42)
model = RandomForestClassifier()

model . Fit{X_train, y_traln}

predictions = model.predict(X test)

§ Fvolugte the model
print{"Accuracy:”, accuracy_score(y_test, predictions))
(] t{"Classification Report: » classification_report{y_test, predictions})})

Accuracy: 8. 8417EBEBGTIE5AZGE
Classification Report:

precision recall fl-score support

6.8 a.8& a.97 B.91 427385

1.8 a.88 a.88 6.88 S44

.8 a8.47 &.28 B.28 G997

accuracy B.84 Se7i6
nacro avg .45 8.39 B.48 58736
welghted avg 8.7g 2,84 .81 58736

e Similarly, run the xgboost model and observe the results

In [61]:  from xgboost import MNGBClazsifier
from sklearn.melrics import accuracy_score, classification_report

# Assuming X_train, X _test, y train, and y_test are defined
¥ Cregte and train the XGBoost model

xgb_model = XGBLlaszifier()
wgb_model .FIL{X_train, ¥_train)

i Make predictions
xgh_predictions = xgb_model.predict(X_test)

# Evalugte the model
xgh_accuracy = accuracy_scorely_test, xgb predictions})
xgh_classification_report = classification_report(y_test, xgh_predictions)

imt the resulls

L({f'XGBoost Accuracy: {xgh_accuracy}')
L{ 'XGBoost Classification Report:')
printi{zgh_classification_report)

NGBoost Accuracy: 8.8584415@118373527
XGBoost Classification Report:

precision recall Fl-score support

8.8 8.87 a.98 B.92 42785

1.8 a.ee a.88 B.08 344

z.8 B8.55 8.8 B.29 6997

accuracy B.85 587316
nacro avg @.47 @.39 B.48 SA736
welpghted avg a.81 2.B5 g.81 58736

e Upload the csv files to the jupyter also, so that it will be easier to compare for large
processing such as comparisons of three models in a single notebook instance



: Jupyter Open Jupyteriab | | Quit | | Logout

Files Running Clusters SageMaker Examples Conda

Select items to perform actions on them. Upload | New~ &
Do | - Wi Mame & | | LastModified | File size
(O & Comparision of the three at one instance.ipynb Running an hourago  1.47 MB
[0 & distributed_keras ipynb Running 11 days ago T7.94kB
O & distributed_randomforest_instance.ipynb Running 11 daysage  3.76 kB
O & distributed_xGBoost_instance ipynb Running 11 days ago 1218
O [ diabetes_012_health_indicators_BRFSS2015.csv 17daysage 227 MB
O [ diabstes_pinary_5050spiit_health_indicators_BRFSS2015.csv 17 daysago  6.35 MB
O [ diabetes_pinary_health_indicators_BRFSS2015.csv 17daysago 227 MB
O O Train_data.csv 17daysago  2.88 MB

e Now run the comparative instance, containing the comparison of the three model
at once, and observe the results

z @, B4B392
Mame: Accuracy, diype: floatéd

Model Accuracy Comparison

0.850

0.849 -

0.848 -

0.847 -

ACCUracy

0.846 -
0.845 -
0.844 <

0.843 <

Random Forest XGBoost MNeural Network
Model

6 Video Demonstration

Link : https://youtu.be/FdAEwxGcOXA
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https://youtu.be/FdAEwxGc0XA
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