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Configuration Manual

Erdal Ozcelik
x22203184

1 Introduction

This configuration manual guides replicating the product recommendation systems
developed within the NCI research project. It also outlines the process for conducting and
assessing a survey to evaluate these systems.

2  Software Requirement

The product recommendation systems are developed using the Python programming
language. The implementation is carried out using Jupyter Notebook through the
Anaconda Navigator. The survey, conducted to evaluate these systems, involved capturing
videos using the ScreenRec program, with subsequent editing performed using Microsoft
Clipchamp. The analysis of the survey data is conducted using IBM SPSS.
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Figure 1: Anaconda Navigator



3  Package Requirements

The following Python packages are utilized for the development of the product
recommendation systems. The packages are installed using both the pip command in
Jupyter Notebook and Visual Studio Code.

e pandas
* re

* numpy
e Surprise

e PySimpleGUI

® 0OS
e random
e string
1. Import the Libraries
In [229]: M |# Before executing the code, ensure that all necessary packages are installed.
# The required packages can be installed using in a Jupyter Notebook or Visual Studio Code, with the following commands: pip

import pandas as pd

import re

from surprise import Dataset, Reader, SVD

from surprise.model_selection import train_test_split
from surprise.accuracy import rmse

import os

import PySimpleGUI as sg

from surprise import Dataset, Reader, SVD

import random

import string

Figure 2: Package Requirements and Installation
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Dataset Description

The product recommendation systems are developed using the Amazon Sales Dataset,
which is publicly available on Kaggle!. To facilitate ease of use, USER IDs are replaced with
randomly assigned names and product names are shortened without altering their
essence. The modified dataset is then placed on the local drive.

= kagg'e Q_ search
+ Create =\
mj KARKAVELRAJA J - UPDATED A YEAR AGO - 434 New Notebook
@ Home
% e Amazon Sales Dataset
@ Datasets | This dataset is having the data of 1K+ Amazon Product's Ratings and Reviews
& Models
<> Code
DataCard Code (43) Discussion (4)
@ Discussions T —
B e About Dataset
v More
This dataset is having the data of 1K+ Amazon Product’s Ratings and Reviews as per their details listed on the
official website of Amazon
Features
e product_id - Product ID
[ View Active Events « product_name - Name of the Product

Sign In

& Download (2MB) JE* NN

amazon

Usability ©
10.00

License
CC BY-NC-SA 4.0

Expected update frequency
Never

Tags

Figure 3: the Amazon Sales Dataset, which is publicly available on Kaggle.

? user_id &4 product_name

$a user_name $a review_id &4 review_title &4 review_content

1 Wayona Fast Charging Lightning Cable (G... Michael Johnson
2 Ambrane Fast Charging Type C Cable (Bla... John White
3 Sounce iPhone Fast Charging Cable (White) Sophia Taylor

4 boAt Deuce 2-in-1 Type-C & Micro USB Ca...

William Wilson

5 Portronics Fast Charging 8 Pin USB Cable... David Harris
6 pTron Solero Type-C Data & Charging Cab... William Brown
7 boAt Micro USB Fast Charging Cable (Black) Michael Brown

8 Mi Type-C Cable (Black)
9 TP-Link USB WiFi Adapter for PC

10 Ambrane Fast Charging Micro USB Cable (...
11 Portronics Type-C Fast Charging Cable (G...

12 boAtRugged Micro USB Cable (Black)
13 AmazonBasics HDMI Cable (Black)

14 Portronics Type-C to 8 Pin USB Cable (Gre...

15 Portronics 8 Pin USB Cable (White)

16 MI Type-C Cable (Red)

17 Ml Smart Android LED TV (Black)

18 Ambrane Type C to Type C Cable (Black)
19 boAt Type C Cable (Black)

20 LG Smart LED TV (Dark Iron Gray)

21 Duracell Lightning Apple Certified Cable (B...

22 tizum HDMI to VGA Adapter Cable (1080P)

23 samsung Wondertainment Series LED S...

Daniel Johnson
Jane Brown
William Brown
Sophia Smith
Sophia Taylor
Emily Harris
Sophia Wilson
Jane Johnson
Olivia Taylor
Daniel Brown
John Brown
Emily Taylor
Sophia Clark
Emily Lee
Olivia Brown
John Brown

R3HXWTOLRPONMF R2AJM3LF...
RGIQEGO7RIHS2 R1SMWZQ8E..
R3J3EQQITZISZ) RIETWBGK?...

R3EEUZKKK9J361,R3HJVYCLY..
R1BP4L2HHITFUP R16PVJEX..

R7S8ANNSDPR40,R3CLZFLHV...

RBE73K2KWJRDS RSDOJTIW...

R2X090D1YHACKR R32ZCIHIA..

RALWENWSVTVZ2H R3VREWF..

RGIQEG07RIHS2 R1SMWZQ86...

R11MQS7WDIC3I0,R2AKHEIX...

R3EEUZKKKJ361,R3HJVYCLY...
R1FKOKZ3HHKJBZ R2WNMZI1...
R1QETDIPRCX4S0,RARQYQSP...
R20XIOU25HEX80,R2X55FA2E....

R2JPQNKCOE10UK RQIS0JG2..
R13UTIAGKOF6QV,R2UGDZSG...

RGIQEG07RIHS2 R1SMWZQ86...

R2BP8Y50JXKILF R218813TN..

R2PNRGIGOBQG2F,R31AOWW...

R12D1BZFIMUBTN,R32MNCW...

R1GYKO5NNG7470,R1J21B229...

R1SNOD4DFBKAZIR1SX5L77L..

Satisfied,Charging is really fast,...
A Good Braided Cable for Your T..
Good speed for earlier versions....
Good product,Good one,Nice Re...
As good as original,Decent Goo...
Its pretty good Average quality,ve...
Long durable.,good,Does not ch..
Worth for money - suitable for An...
Works on linux for me. Getthe m...
A Good Braided Cable for Your T...
Good for fast charge but not for d...
Good product,Good one,Nice Re...
Its quite good and value for mon...
Works Nice Product Fast Chargi...

Great but, Worked well for 6 six....

Good product,using this product ...
Itis the besttvif you are getting it ..
A Good Braided Cable for Your T...
Good for charging and Data fran...
Sound quality, Very nice,Value for...
Good cable for car,Good substit...

Good product ; Average Finishin...

Good,Sound is very low another ...

Figure 4: The Modified Dataset
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https://www.kaggle.com/datasets/karkavelrajaj/amazon-sales-dataset

4.1 Load Dataset
The modified dataset is loaded into Jupyter Notebook.

2. Load the dataset and Add Headers

J

In [230]: M # Load CSV file from the local drive path
# # Before executing the code, replace "D:\PRS\modified amazon.csv" with the path to your local CSV file

file_path = r"D:\PRS\modified_amazon.csv"
df = pd.read_csv(file_path,encoding="150-8859-1")

Figure 5: Loading Modified Dataset into Jupyter Notebook

4.2 Check for Missing Values

The dataset is examined for missing values.

Check for Missing Values

In [233]: M # Check for missing values
def check_missing values(dataframe):
return dataframe.isnull().sum()

print(check missing_values(df))
df[df.rating_count.isnull()]

product_id
product_name
category
discounted_price
actual_price
discount_percentage
rating
rating_count
about_product
user_id
user_name
review_id
review_title
review_content
img_link
product_link
dtype: inté4

O OO0 0DDONOO OO O

Figure 6: Visualization of Missing Values



4.3 Handle Missing Values

Steps are taken to handle any identified missing values.

Handle Missing Values

In [234]: M # Remove rows with missing values in the rating count column
df .dropna(subset=[ 'rating count'], inplace=True)
print(check missing_values(df))

product_id
product_name
category
discounted_price
actual_price
discount_percentage
rating
rating_count
about_product
user_id
user_name
review_id
review_title
review_content
img_link
product_link
dtype: int64

OO0 0090 000 000D OO

Figure 7: Missing Values Handling Process

4.4 Check for Duplicates Values

The dataset is examined for duplicate values.

Check for Duplicates Values

In [235]: M # Check for duplicates
def check_duplicates(dataframe):
return dataframe.duplicated().sum()

print(check_duplicates(df))

[

Figure 8: Detection of Duplicate Values



4.5 Data Types Conversion

The data types are converted for use in the implementation of the product
recommendation system model.

Data Types Conversion

In [236]: M # Check data types
def check_data_types(dataframe):
return dataframe.dtypes

print(check _data_types(df))

product_id object
product_name object
category object
discounted_price object
actual_price object
discount_percentage object
rating float64
rating_count floaté4
about_product object
user_id inté64
user_name object
review_id object
review_title object
review_content object
img_link object
product_link object

dtype: object

Figure 9: Detection of Data Types

In [237]: M # Convert 'discounted price' and 'actual_price’ columns to strings
df[ 'discounted price'] = df['discounted price'].astype(str).apply(lambda x: re.sub('[*@-9.]", '', x)).astype(float)
df['actual_price'] = df['actual price'].astype(str).apply(lambda x: re.sub('[#0-9.]", "', x)).astype(float)

# Convert 'discount_percentage' column to strings and then process it
df[ 'discount_percentage'] = df['discount_percentage'].astype(str).str.rstrip('%").astype(float) / 100
In [238]): M df['rating'] = df['rating'].astype(str).str.replace(’,’, '').astype(float)

df['rating_count'] = df['rating_count'].astype(str).str.replace(',", '').astype(float)

In [239]: M # Change the 'user_id' column data type to object
df['user_id'] = df['user_id'].astype(str)

In [248]: M print(check_data_types(df))

product_id object
product_name object
category object
discounted_price float64
actual_price floated
discount_percentage  float64
rating float64
rating_count float64
about_product object
user_id object
user_name object
review_id object
review_title object
review_content object
img_link object

Figure 10: Data Types Conversion Process



4.6 Feature Engineering

Feature engineering is applied to prepare the dataset for the implementation of the model
used in the product recommendation system.

Feature Engineering

In [241]: M # Creating the column "rating weighted"
df['rating_weighted'] = df['rating'] * df['rating_count']

In [242]: M df['sub_category'] = df['category'].astype(str).str.split('|").str[-1]
df[ 'main_category'] = df['category’].astype(str).str.split('|").str[0]
In [243]: M df.columns
Out[243]: Index(['product_id', 'product_name', 'category', 'discounted price',
‘actual_price', 'discount_percentage', 'rating', 'rating_count',
‘about_product’, 'user_id', 'user_name', 'review_id', 'review_title’,
‘review_content', 'img_link', 'product_link', 'rating weighted',
'sub_category', 'main_category'],
dtype="object")
In [244]: M len(df)

Out[244]: 1463

Figure 11: Feature Engineering Techniques Applied

5 Model Preparation
5.1 Steps to Implement Collaborative Filtering Model
5.1.1 Data Preprocessing

Data Transformation The ‘score’ attribute is first converted into numerical data.
Following this, the dataset is prepared to be compatible with the Surprise library.



Data Transformation

In [246]: M # Load the datoset
file_path = r"D:\PRS\modified_amazon.csv"
data = pd.read_csv(file_path,encoding="150-8852-1")

# Check the unique values in the "rating" column
unique_ratings = data['rating'].unique()
print(unique_ratings)

# Filter out non-numeric ratings
numeric_ratings = pd.to_numeric(unique_ratings, errors='coerce')
valid_ratings = numeric_ratings[~pd.isna(numeric_ratings)]

# Display the valid numeric ratings
print(valid_ratings)

# Update the "rating" column to contain only numeric values
data[ 'rating'] = pd.to_numeric(data['rating'], errors='coerce")

# Remove rows with NN values in the "rating” column

data = data.dropna(subset=['rating'])

[4.24. 3.94.14.34.44.53.73.33.63.43.83.54.63.25. 4.73.
2.8 3.14.82.32. 2.62.9]
[4.24., 3,94,14,34,44,53.73.,33.63.43.83.54.63.25. 4.73.
2.8 3.14.82.32. 2.62.9]

Figure 12: Data Transformation Illustration

Train-Test Split The dataset is then divided into two subsets: 80% of the data is used for
training purposes, while the remaining 20% is reserved for testing.

Train-Test Split

In [247]: M # Create o Surprise Reader object
reader = Reader(rating_scale=(1, 5))

# Load the data into the Surprise Dataset format
data = Dataset.load_from_df (df[['user_name', 'product_name', 'rating']], reader)

# Split the dataset into training and testing sets
trainset, testset = train_test_split(data, test_size=0.2, random_state=42)

# Train your model using SVD as an example
model = SVD()
model.fit(trainset)

# Make predictions
predictions = model.test(testset)

# Calculate RMSE
rmse_score = rmse(predictions)
print(f"RMSE: {rmse_score}")

RMSE: 0.2832
RMSE: ©.28324898243610824

Figure 13: Train-Test Split [llustration



5.1.2 Model Implementation

Surprise Library Integration The collaborative filtering model is implemented using the
Surprise library, following the conversion of the ‘score’ attribute into numerical data and
the preparation of the dataset. The SVD model is specifically utilized for this collaborative
filtering process.

Model Evaluation The RMSE is calculated on the training data set using the SVD model.

4. Collaborative Filtering Model Implementation

In [279]: M # Lood your dataset
reader = Reader(rating_scale=(1, 5))
data = Dataset.load_from_df(df[[ 'user_name', 'product_name', 'rating']], reader)

# Cregte and train the recommendation model
model = SVD()

trainset = data.build_full trainset()
model. fit{trainset)

def suggest products(df, n=20):
all_product_names = df['product_name'].unique()
suggested_products = random.sample(all_product_names.tolist(), n)
return suggested products

def get_recommendations(user_name, model, selected products, df, top n=5):
recommendations = []

# Generate recommendations for products that have not been selected
for product_name in df['product_name'].unique():
if product_name not in selected products:
prediction = model.predict(user_name, product_name)
# Include products with a
if prediction.est » 3.5:
recommendations.append((product_name, prediction.est))

predicted rating above a certain threshold

# Sort recommendations by predicted rating and return top n
recommendations.sort(key=lambda x: x[1], reverse=True)
return recommendations[:top_n]

Figure 14: The Collaborative Filtering Model

Recommendation Set Creation Products that have a score exceeding 3.5 are given
precedence for the recommendation. A set of recommendations is then formulated for
users, considering their individual preferences.

Interface Development The PySimpleGUI library is employed to craft a user-friendly
interface. Elements such as windows, buttons, and interactive components are designed
to provide an intuitive user experience.

Recommendation Display In the initial display, 20 products are randomly presented to
the user. Users are then allowed to select 5 products from which personalized
recommendations are generated. In the subsequent display, users are prompted to input
a product they are interested in, and 5 recommendations are provided based on their
input.



Welcome to the Recommendation System!

Please enter user name:
Choose a maximum of 5 products:

1. Prestige Electric Kettle PKOSS

2. VR 18 Pcs - Plastic Snack Bag Pouch Clip Sealer

3. TVARA Kids' LCD Writing Tablet

4. Samsung EHS64 Wired In-Ear Earphones (Black)

5. AmazonBasics DisplayPort to HOMI Cable (Black)

6. Cookwell Bullet Mixer Grinder 5 Jars (Silver)

7. AMERICAN MICRONIC Wet & Dry Vacuum Cleaner (Red/Black/Steel)
8. Portronics CarPower Mini Car Charger (Black)

9. Crompton Solarium Qube 15-L Storage Water Heater

10. Amazon Solimo 2000W Room Heater

11. STRIFF Laptop Tabletop Stand - Silver

12. IONIX Tap Filter

13. Maharaja Whiteline Lava Neo Halogen Heater (White and Red)

14. Kuber Industries Nylon Mesh Laundry Basket

15. Lenovo 130 Wireless Compact Mouse

16. Akiara Cordless Sewing Machine (White)

17. Usha CookJoy Induction Cooktop (Black)

18. KINGONE Wireless Charging Pencil (2nd Generation)

19. Redmi Note 11 (Horizon Blue, 6GB RAM, 64GB) - Snapdragon 680, 90Hz AMOLED
20. Butterfly Wet Grinder

Get Recommendations

Figure 15: The Collaborative Filtering Model Display
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Top Recommendations based on

Collaborative Filtering:
Recommendation 1:
Product Mame: LG 1.5 Ton 5 Star Split AC (2022 Model)
Predicted Rating: 4 .39

Recommendation 2:
Froduct Mame: Zebronics Wired Earphones with Mic
Predicted Rating: 4 38

Recommendation 3:
Froduct Mame: PHILIPS Hand Blender 2500 (White)
Predicted Rating: 4 37

Recommendation 4:
Froduct Mame: AirCase Rugged Hard Drive Case (Black)
Predicted Rating: 4 37

Recommendation &:

Froduct Mame: AmazonBasics 3.6mm to RCA Adapter Cable (Black)
Predicted Rating: 4 36

Did you find the recommendations helpful? H

Figure 16: The Collaborative Filtering Model Display

User Interaction and Feedback In the initial phase, a feedback mechanism is introduced
with thumbs-up and thumbs-down buttons for capturing user sentiments. This allows
users to play an active role in refining the recommendations.

11



Top Recommendations based on
Collaborative Filtering:

Recommendation 1:
Product Name: Syncwire LTG to USB Cable for Fast Charging (1.1M, White)
Predicted Rating: 4.33

Recommendation 2:
Product Name: Wipro Smartlife Dry Iron (Black)
Predicted Rating: 4.33

Recommendation 3:
Product Name: boAt Dual Port Car Charger with Quick Charge 3.0
Predicted Rating: 4.33

2

Thank you for your feedback. We value your input and will
work to improve our recommendations.

Product Name: SanDisk Ultra microSDXC Card 64GB
Predicted Rating: 4.31

Did you find the recommendations helpful?

Figure 17: User Interaction and Feedback Process

5.2 Steps to Implement the Collaborative Filtering and NLP-Based
Model
5.2.1 Data Preprocessing

Text Mining and Similarity Score Calculation Through the application of natural
language processing techniques, product reviews and descriptions are analysed. A
calculation of similarity scores between products is performed.

5.2.2 Hybrid Model Implementation

Integration with Collaborative Filtering Similarity scores derived from text mining is
integrated with collaborative filtering. The result is the formation of a hybrid
recommendation model.

12



5. Collaborative Filtering and NLP-Based Model Implementation

In [280]: M # Load your dataset
reader = Reader(rating_scale=(1, 5))
data = Dataset.load from df(df[['user_id', 'product_id', 'rating']], reader)
top_n =5 # You can choose your desired value
# Create and train the collaborative filtering recommendation model (SVD)
collab_model = SVD()
trainset = data.build full_trainset()
collab_model.fit(trainset)

# Function to suggest products based on advanced NLP techniques
def suggest_products_nlp(df, electronics_interest, n=20):
electronics_interest = electronics_interest.lower()
matching_products = []
for idx, row in df.iterrows():
about_product = str(row[ 'about_product']).lower()
review_content = str(row[’'review_content’]).lower()
# Use more advanced NLP techniques Like TF-IDF or word embeddings for better matching
if electronics_interest in about_product or electronics_interest in review_content:

matching_products.append(row[ ' product_name'])

suggested_products = random.sample(matching_products, n) if len(matching_products) >= n else matching_products
return suggested products

# Define a function to handle the feedback events and show different messages
Figure 18: The Collaborative Filtering and NLP-Based Model Display

Interface Development A scrolling user ID selection screen is displayed, with a prompt
for users to ‘Please select your user ID. An input text area is incorporated on the first
screen, instructing users to 'Please provide brief details of the electronic products under
consideration, such as ‘Tablet’ or ‘Phone. The system proceeds to the second screen upon
user selection and input. Five personalized product recommendations are generated and
displayed by the system, based on the chosen User ID and provided product details.

?

Welcome to the Recommendation System!

1
Please select your user ID: | |

Please provide brief details of the electronic products under consideration, such as “Tablet” or “Phone”.

Get Recommendations Exit

Figure 19: The Collaborative Filtering and NLP-Based Model Display

13



Top Recommendations based on
Collaborative Filtering and NLP:

Recommendation 1:
Product Name: Duracell 38W Car Charger
Predicted Rating: 5.00

Recommendation 2:
Product Name: Belkin Apple Certified Lightning Cable (Black, 1M)
Predicted Rating: 5.00

Recommendation 3:
Product Name: JBL C100SI| Wired In-Ear Headphones (Black)
Predicted Rating: 5.00

Recommendation 4:

Product Name: Ambrane 60W Braided Type-C Cable
Predicted Rating: 5.00

Recommendation 5:

Product Name: iQOO Z6 Pro 5G by vivo (Legion Sky, 8GB RAM, 128GB)
Predicted Rating: 5.00

Did you find the recommendations helpful?

Figure 20: The Collaborative Filtering and NLP-Based Model Display
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User Interaction and Feedback A feedback mechanism is established, featuring thumbs-
up and thumbs-down buttons to capture user sentiments. This mechanism allows users
to actively contribute to the refinement of recommendations.

? ; Reco : —

Top Recommendations based on
Collaborative Filtering:

Recommendation 1:
Product Name: Syncwire LTG to USB Cable for Fast Charging (1.1M, White)
Predicted Rating: 4.33

Recommendation 2:
Product Name: Wipro Smartlife Dry Iron (Black)
I Predicted Rating: 4.33

Recommendation 3:
| Product Name: boAt Dual Port Car Charger with Quick Charge 3.0
| Predicted Rating: 4.33

| 2

Thank you for your positive feedback! Your satisfaction is
our priority.

Product Name: SanDisk Ultra microSDXC Card 64GB
Predicted Rating: 4.31

Did you find the recommendations helpful? !

|

Figure 21: User Interaction and Feedback Process
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6 Evaluation of Recommendation Systems

6.1 Survey Design and Distribution

6.1.1 Create a Google Forms Survey

A comprehensive survey, composed of 19 questions, is to be developed. This survey is to
be divided into three sections: personal inquiries, an evaluation of the collaborative
filtering model, and an assessment of the combined collaborative filtering and NLP
modelZ.

A random product generator is being prepared using the Python programming language
and the PySimpleGUI library framework, utilizing the same dataset for the evaluation of
the survey.

Four screen captures related to product recommendation systems usage are being
recorded as videos using the ScreenRec program. The videos are then edited using the
Microsoft Clipchamp program. Subsequently, the videos are uploaded to a YouTube
account and the generated link is included in the survey.

E Survey on Al-powered Recommender Systems: Enhancing Customer Eng [ ¥ @ ® 9 ¢ m : ’

Questions  Responses @ Settings

-

Survey on Al-powered Recommender X
Systems: Enhancing Customer Engagement
in Online Marketplaces

This survey is designed to evaluate your feedback on the recommendation systems established within the
scope of the research project "Analysing the Role of Al-powered Recommender Systems in Enhancing
Customer Engagement in Online Marketplaces: Developing A Product Recommendation System." Your
responses will help us improve our understanding of user experiences with recommendation systems.
Responses are confidential and individual privacy is strictly protected. This survey should take approximately
10 minutes to complete. If you have any questions or concerns, please feel free to contact us

via x22203184@student.ncirl.ie. Thank you once again for being a valued participant

B ®

& B

This form is automatically collecting emails from all respondents. Change settings

Section 1: General

Description (optional
7]

Figure 22: Survey Design and Distribution Process

2 https://forms.gle/81ctiXVPMC26Ytuw9
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https://forms.gle/81ctiXVPMC26Ytuw9

Video 1: The Product Recommendation Systems (watch on youtube in 1080 HD
quality) (Questions 8-9 pertain directly to the content presented in the video.)

“ y Product Recommendation System @ ~»

Watch later Share

: Ju py(ef Product Recommendation Syslem Last Checkpaint Yesterday st 10 068 AM  (autosaved ﬁ
Nate « saved Python 3 (oykernel) @
8+ 3 @ n > v PR mC» - (=]
Af rec_event in (Sg.WIN_CLOSED, "back™):

recommendation_window.close()
break

Welcome to th ndation System!

window.clos

Ploase sefect your user ID
s deranon. such 35 Tablet” or Phone
In [166]: import pandas as pd

file_path = r"C:\Users\Lenovo\OneDrive - National College of Ireland\MSCAIBUS\Semester 3\Practicum\weel
data = pd.read_csv(file_path,encoding='150-8859-1")

pd.set option( display.max colwidth®, None)
print{data['user_name

D

Figure 23: Video Editing and Uploading the Survey
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6. Evaluation

The Random Product Generator

In [282]: M # The Random Product Generator is designed to be used in the survey that evaluates product recommendation systems

def generate_random_product_names_from_dataset(data, n=5):
random_products = random.sample(data[ 'product_name'].tolist(), n)
return random_products

# Define a function to generate a numbered list of products
def numbered_list(products):
numbered_products = []
for i, product in enumerate(products, start=1):
numbered_products.append(f"{i}. {product}")
return numbered_products

sg.theme("DefaultNoMoreNagging™)

layout = [
[sg.Text("Welcome to the Random Product Generator!", size=(40, 1), font=("Arial", 20), justification="center")],
[sg.Text("Generated Product Names:", size=(40, 1), font=("Arial", 16), justification="center")],
[sg.Listbox(values=[], size=(168, 21), key="selected_products", select_mode="multiple")],
[sg.Button("Generate Random Products”, key="generate_random”, size=(25, 1)),
sg.Button("Exit", key="exit", size=(15, 1))]

1

window = sg.Window("Random Product Generator”, layout)

while True:
event, values = window.read()

Figure 24: Random Product Generator Mechanism

6.1.2 Utilize the Snowball Sampling Technique

The survey is to be disseminated online via Google Forms. The snowball sampling
technique is to be utilized to ensure a diverse range of participants.

6.1.3 Collect Data from Participants

Responses are to be collected from 57 participants who have verified accounts.
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6.2 Data Analysis with IBM SPSS

6.2.1 Prepare and Cleanse Data

IBM SPSS is to be employed for the preparation and cleansing of data. The handling of
missing data and the standardization of English for occupational categories are to be
carried out.

Q *Untitled2 [DataSet1] - IBM SI

File Edit View Data Transform

ta Editor

Analyze Graphs  Utilities

Extensions ~ Window

N

SHE D e~ ELJl A BE
‘ |Visible: 20 of 20 Variables
& Particip § Age Fa Gender a Education &a Occupation Shop  Online_Sho & Visual_  User F Recom Releva Inclinati % i satsfa Releva Inclinal
ant_ID $a ping_ &4 pping_Frequ ¥ a @ Appeal & riendiing mendadd nce_of ¢ on_to_9av. & ction_wg nce_of g on_to
Metho. ency _Of.Sy. ess_of. ion_Sui _Mobil. Purcha. ith Sys. _Mobil.. Purcha.
1 1/25-34 |Male Master's degree Entrepreneur Both Always Yes 5 4 5 4 5|Yes 5 5 3N
2 2(35-44 |Female Bachelor's degree Teacher Both Frequently Yes 4 5 5 4 4)Yes | 5 5 J‘—\
3 3/25-34 Female Bachelor's degree Teacher Online  Always Yes 4 5 5 5 4 Yes 5 5 g
4 4/25-34 |Prefer notto say Doctorate or equivalent Academic Both Always Yes 5 4 5 4 4/No 4 4 ]
5 5/35-44 Female Bachelor's degree Teacher Online  |Occasionally  |Yes 4 5 4 4 5 Yes 4 4
6 6/35-44 Male 'Bacnelors degree Teacher Offine Occasionally No j 5 5 5 5 4|Yes I 5 5 jL
7 7.35-44 |Male Master's degree Public Officer Online  |Occasionally  Yes 4 4 4 4 4 Yes 4 3 1
8 825-34 Male Bachelor's degree Social Worker Both Occasionally  |Yes 5 5 5 5 5 Yes 5 5 4
9 9/25-34 |Male Master's degree Data Analyst Online  Frequently Yes 1 3 4 2 3/No 3 2 2
10 10/25-34 Male Bachelor's degree Radiology Technician Online  Frequently Yes 5 5 5 5 5 Yes 5 5 4
1 11.35-44 Female Master's degree Teacher Online  Occasionally  Yes 5 5 5 5 5 Yes 5 5 5
12 12/35-44 Male 'Bacnelors degree Engineer j Both Frequently Yes' 5 5 5 4 4|Yes I 5 5 4
13 13/35-44 Male Doctorate or equivalent Academic Both Rarely Yes 5 5 5 5 5 Yes 5 5 5
14 14/25-34 | Male Master's degree Technician Both Frequently Yes 5 5 5 5 5 Yes 5 5 5
15 15/35-44 Female Bachelor's degree Public Officer Both Frequently Yes 4 4 4 5 4 Yes 4 4 5
16 16/35-44 Female Bachelor's degree Public Officer Online Frequently Yes 5 5 5 5 5 Yes 5 5 5
17 17/25-34 |Female Master's degree Student Both Occasionally | Yes 5 5 4 3 4 Yes 4 4 3
18 18/35-44 Male 'Bacnelors degree Teacher j Online  Rarely 'Yes' 5 5 5 4 5 Yes I 5 5 5
19 19/35-44 Female Master's degree Teacher Online  Occasionally Yes 4 4 4 4 4|Yes 4 4 4
20 2025-34 Female Bachelor's degree Teacher Both Occasionally  |Yes 4 5 4 4 4 No 4 4 4
21 21/25-34 |Female Master's degree Teacher Online | Always Yes 5 5 4 4 4/Yes 5 5 5
22 22 35-44 | Male Bachelor's degree Teacher Online Frequently Yes 5 5 5 5 4|Yes 4 5 5
23 23/25-34 Male Master's degree Doctor Both Rarely Yes 4 4 4 5 4 Yes 5 4 5
24 . A58 _Hale _Dartarate o Arademic Rath n Yoo 3 3 3 N &lVee | A 3 11:
Ovenview ' Data View Variable View
IBM SPSS Statistics Processor is ready 9 Unicode:ON | Wi

Figure 25: Data Preparation and Cleansing Workflow using IBM SPSS
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6.2.2 Descriptive Statistics and Frequency Distribution

The examination of descriptive statistics and the frequency distribution of survey
responses is to be conducted.

q{ £2 Wi toe! Document 1] - B P15 Taams 1od biok

'U- Lt Yew Qua

S
P Type heve 10 search . m

@ "Workbook1 [Document1] - IBM SPSS Statistics Workbook
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Transform  Inset Run  Format
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Dract Marketng

Figure 26: Descriptive Statistics

Graphs  Utilities

Extensions

Window  Help

Active DataSet:  DataSet1 v
0 0

Travitoen  jeset  Bus  Formal  Snilyre  Orighs  Lhltes  Egesiom  Wafow  [lp
-
F, e ‘,& =f1  PoswAmim ’ oDmsw Cwssatv | |Qia J
Mty Aralysn » - ~
Cooveanon A2
ST Menot AY Rugarts ’
4R Sremns Cndse_sheets Dgstnpie Saates ' @
3 _wm i) B Ereqieecie
Vi _Apes Bageawn Stanatcs » EJE o
Usee_taendneds_of Tagies 5
Botmmmend sy . L Pogeiston Descrgtams
Rabes smpare Wesns and Progas »
:T ance o Compare Nesns and Progofons nE“(ﬁﬂ'vi
chnaion_to_Purch .
Ganers Linaw Modsl »
L Osstrgta & Porese_Ranpe A Evsire
Fantm e Cansradged Lnsar Models »
TURF Mdyss
Mant Vosehy » u o
Comeize y R Comntds
SantyAoe_wts Sehm Pt Sepesuon y EBee
Lajheas » EEPPun
4 Ponsrdl Vimtwor s y B Teontatatic o Qroup OO e
Paragra
o Cassly » EQOPets
Qmennon Redurtn »
* Descriptives
Fak ’
Distasets) fmnpaowmetns Tests »
Forscantng »
ey »
A 6k Résponie > ) Dwestun
W _Aepentf_Tastem B3 Masng oue foaywi Lo
Ui frandieas: wr
Pplamaney Madtphe brputation »
VAN dstesa) Camgles Samphes »
T Semdston
:- ' Qualty Contrst »

| Q search application

B f& Workbaok Missing 0 0 0 0 0
& Paragraph
Syntax
~{f Log Frequency Table
&[] Paragraph
i () Syntax
&-{&] Descriptives Age
IS Notes Cumulative
: ctive Datase Frequency  Percent | Valid Percent Percent
o8 Pa;fpaescnmwes Valid 1824 3 53 53 53
2 Syntax 25-34 27 47.4 474 626
B+ {&] Frequencies 35-44 26 45.6 45.6 98.2
g Notes 55+ 1 18 18 100.0
L Statistics Total 57 100.0 1000
&--{&] Frequency T4
{5 rge
L5 Gender Gender
g S:gjma‘: Cumulative
@ Shop:;m Frequency  Percent  Walid Percent Percent
{5 Onine_9 valid  Female 5 439 438 419
L8 Familart Male 29 509 508 94.7
Prefernotto say 3 53 53 100.0
Total 57 100.0 100.0
Education
Cumulative
Freguency  Percent  Walid Percent Percent
Valid Bachelor's degree 25 438 4389 439
Doctorate or equivalent 9 158 158 59.6
High School or below ] 158 158 75.4
] > Master's degree 14 246 246 100.0

Figure 27: Frequency Distribution Analysis
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6.2.3 Correlation Analysis and Paired Samples T-test Analysis

The correlation coefficients are utilized for the analysis of attribute correlations. A
comparison of attributes between collaborative filtering and hybrid NLP-based models is
conducted through a paired samples t-test.
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Figure 28: Correlation Analysis
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Figure 29: Paired Samples T-test Analysis

21



6.2.4 Interpret and Discuss Findings

The implications are discussed, and the statistical results are interpreted. Insights into the
performance of collaborative filtering and hybrid models are provided.
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