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Configuration Manual

Joshua Komolafe
Student ID: x22124926

1 Introduction

This configuration manual provides guidance for replicating SwiftAuditAl bot within the
NClI research project. It also outlines the process for designing and implementing the bot.

2 Software requirements

The SwiftAuditAl is built on poe.com and modelled with Claude-2-100k, a Large Language
Model (LLM) that is powered by Anthropic with a subscription fee paid to poe.com to use
this model without limitations. The survey for the bot was carried out with a timer to check
speed and the BERT Model and Cosine similarity to check for contextual accuracy using a
python code on the Google Colab environment.
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Q 4 © import ipywidgets as widgets
from IPython.display import display

[l'] from transformers import BertTokenizer, BertModel
import torch
o from sklearn.metrics.pairwise import cosine_similarity

# Function to encode text into BERT embeddings
i def bert_encode(text, model, tokenizer):
inputs = tokenizer(text, return_tensors="pt", truncation=True, max_length=512)
outputs = model(**inputs)
return outputs.last_hidden_state.mean(dim=1)

# Load pre-trained BERT model and tokenizer
tokenizer = BertTokenizer.from_pretrained('bert-base-uncased")
model = BertModel.from pretrained('bert-base-uncased")

def calculate bert_contextual_accuracy(button):
human_response = human_response_widget.value.lower()
ai_response = ai_response_widget.value.lower()

if not human_response or not ai_response:
display("Please enter both a human and an AI responss.™”)
return

human_embedding = bert_encode(human_response, model, toksnizer)
ai_embedding = bert_encode(ai_response, model, tokenizer)

<> # Calculate cosine similarity
similarity = cosine_similarity(human_embedding.detach().numpy(), ai_embedding.detach().numpy())[@][@]
E G S
onvert similarity score to percentage
similarity_percentage = similarity * 1@
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Figure 1.
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# Calculate cosine similarity

[)C] similarity = cosine_similarity(human_embedding.detach().numpy(), ai_embedding.detach().numpy())[e][e]
# Convert similarity score to percentage

(e similarity_percentage = similarity * 100

O # Display the cosine similarity score as a measure of accuracy in percentage

v
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display(f"Contextual Accuracy (BERT Cosine Similarity): {similarity_percentage:.2f}% - Higher scores indicate greater similarity between the human and AI responses.")

human_response_widget = widgets.Textarea(description="Human Response:")
ai_response widget = widgets.Textarea(description="AI Response:")
calculate_button = widgets.Button(description="Calculate Contextual Accuracy")

display(human_response_widget, ai_response_widget, calculate button)

calculate_button.on_click(calculate bert_contextual accuracy)

E tokenizer confjson 100% I 25.0/25.0 [00:00<00:00, 1528/s]
vocab.txt 100% | 2:2k/222k [00:00<00-00, 1.78MB/s]
tokenizerjson: 100% | :56k/465k [00:00<00:00, 6.35MBs]
config json: 100% | 570/570 [00:00<00:00, 5.31kBis]
maodel safetensors: 100% | 44011144014 [00:05<00:00, 72.0MBS]
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Figure 2.

3 Hardware Requirements

The project was implemented under the following configurations:

System > About

Oluwafe-PC
Aspire AV15-52

@ Device specifications

Device name Oluwafe-PC

Processor 12th Gen Intel(R) Core(TM) i7-1255U 1.70 GHz
Installed RAM 16.0 GB (15.7 GB usable)

Device ID EAG9BB8C-8BEC-422B-9579-6BFD5E1E5238
Product ID 00342-22052-47343-AA0OEM

System type 64-bit operating system, x64-based processor
Pen and touch No pen or touch input is available for this display

Related links Domain or workgroup System protection  Advanced system settings

Windows specifications

Edition Windows 11 Home

Version 23H2

Installed on 23/01/2023

OS build 22631.2861

Experience Windows Feature Experience Pack 1000.22681.1000.0

Microsoft Services Agreement
Microsoft Software Licence Terms

@ Support

Figure 3

4 Dataset Description

Datasetl (Suzano Consolidated Financial Statements)

Dataset2 (International Standard on Auditing (Ireland) 700 Updated October 2023

Rename this PC

Copy

Copy

Copy



Dataset3 (International Financial Reporting in your Pocket by Deloitte)

S Model Preparation

The initial step involved collecting the required datasets, which included financial statements from Suzano and
standards from the International Auditing and Accounting Organization.

The second step removed unwanted content, like the auditor's report, to make the Al solution independent of
human judgments.

The third step had the Al system, called SwiftAuditAl, upload the datasets except for the one to be audited to its
knowledge base.

The fourth step prompted SwiftAuditAl to arrange financial figures from statements into clearly separated
columns using pipe symbols to improve readability for its analysis.

The fifth step was the modeling process, where SwiftAuditAl's behavior was determined by prompts fed to its
Claude-2-100k model. This model drew from the knowledge base to inform responses based on a custom

temperature of 0, ensuring strictly accurate instead of abstract answers.

The sixth step evaluated both the Al system and human performance on speed and accuracy to assess the results

DATA DATA DATA RESULTS AND
GUHERNG  ppepnOcEssNG  OATASTORAGE  vmaNGFORMATION  WODELUNG  EVALUATION

Figure 4



6 Design Specification
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Figure 5

7 Design Implementation

SwiftAuditAl was implemented as a chatbot on the Poe platform using the Claude-2-100k
large language model. The user interface was Poe's chat function, allowing users to upload
financial statements PDFs. Based on prompts, answers were generated from Poe's knowledge
base where relevant data was stored and the LLM. The bot's temperature was set to zero to
avoid abstraction in responses. It was given a profile name, photo, and welcome message for
context. The hardware used had 16GB RAM, 1TB hard drive, and 12th Gen Intel Core 17-
1255U 1.70GHz processor.
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8 Design Implementation

Comparison of Human and Al Response Speed for Audit Scopes
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Human and Al Accuracy
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