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1 Introduction

The procedures for improving legal guidance through the utilization of document em-
beddings based on natural language processing are outlined in this setup manual. The
procedures for executing the code artifact, which comprises the Python coding and asso-
ciated processes, are as follows:

2 The configuration of the hardware

Here are the details about certain devices as well as Windows specifications to support
the code artifact, as illustrated in Figures 1 and 2, respectively.

Figure 1: Design specifications

Figure 2 displays the Windows specification because the project is being completed
and executed on the Windows 10 operating framework. The device specification includes
an Intel (R) Core(TM) I7 10th generation processor and 16 GB of RAM.

3 Program configuration

The Anaconda Rolon-Mérette et al. (2016) Python Jupyter Notebook is utilized for coding
implementation and execution. The respective installed version of Python is 3.11. The
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Figure 2: Windows specifications

installation instructions for Python, as well as Jupyter Notebook, are provided in the
following subsections.

3.1 Anaconda Python Setup

Python versions and package versions can be easily created in an environment with the
aid of Anaconda software. The Jupiter Notebook is one of the packages available with
Anaconda. The first step in installing Anaconda Python on Windows is to go to https://
www.anaconda.com and click on the download button. Anaconda is available for Windows
in a multitude of versions. Following the download of the anaconda.exe file, the Python
package can then be installed on the device by following the instructions. the following
figures: 3 and 4 are the representations of instructions to install Anaconda Python,
respectively.

3.2 Library Imports

The corresponding implementation code can be run once Anaconda Python and Jupyter
Notebook are installed; however, a few libraries need to be installed first. The natural
language processing model libraries that are pre-installed in Anaconda Navigator are
listed below. The transformer libraries Rothman (2021) are nothing but a collection
of pre-trained modules such as Bidirectional Encoder Representations from Transformers
(BERT), ALBERT, and DEBERTa. The installation of the transformer libraries is shown
in the following figure: 5 In the next step, the necessary libraries must be installed before
being imported using Jupyter Notebook. Libraries are imported, as mentioned in Figure
6

4 Implemented Datasets

This corresponding section provides the details of the implemented datasets for this study.
The following two datasets are collections of legal citations in textual format, respectively.

1. Shivam Bansal, 2018. Legal Citation Text Classification, Kaggle, Version 1. https:
//www.kaggle.com/datasets/shivamb/legal-citation-text-classification
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Figure 3: Installing Anaconda Python

2. Washington University in St. Louis (2021). Supreme Court Decisions Text Analysis
Kaggle. Version 1. https://www.kaggle.com/datasets/wustl/supreme-court/code

5 Data Pre-processing

This section is the representation of the data pre-processing method, which primarily
involves Removing Punctuation, Spaces, and Sentence segments and turning them into
a list, as well as creating term frequency (inverse document frequency), as mentioned in
the following figures: 7 and 8

6 Natural Language Processing Models

The following four natural language processing models, Word2Vec in combination with
TF-IDF 9 with Bidirectional Encoder Representations from Transformers (BERT) 10,
ALBERT 11, together with DEBERTa 12, are implemented concerning the two legal
textual citation datasets, as mentioned as follows:
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Figure 4: Installing Anaconda Python

Figure 5: Installing Transformeres
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Figure 6: Importing Labraries

Figure 7: Creating term frequency (inverse document frequency)

Figure 8: Data Pre-processing

7 Recommendation Engine

The following section represents the implementation of recommendation engines concern-
ing four natural language processing models: Word2Vec in combination with TF-IDF
13 with Bidirectional Encoder Representations from Transformers (BERT) 14 as well as
ALBERT 15, together with DEBERTa 16.
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Figure 9: Implementing Word2Vec Natural Language Model
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Figure 10: Implementing BERT Natural Language Model
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Figure 11: Implementing ALBERT Natural Language Model)
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Figure 12: Implementing DeBERTa Natural Language Model
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Figure 13: Implementing Recommendation Engine with Word2Vec Natural Language
Model
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Figure 14: Implementing Recommendation Engine with BERT Natural Language Model

11



Figure 15: Implementing Recommendation Engine with ALBERT Natural Language
Model
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Figure 16: Implementing Recommendation Engine with DeBERTa Natural Language
Model

13



References
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