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1 Introduction

The configuration handbook details how to carry out the research topic “Enhancing
Fake News Detection with Federated Learning and Word Embedding” step by step. The
upcoming sections will explain the details about software and hardware requirements for
implementation of this project. By following the steps in order to replicate the outputs
that are shown. Machine Learning algorithms such as LSTM, CNN, BERT, ect are
discussed in this manual

2 System Requirements

This part outlines the system requirements for successfully performing the project, and it
is always necessary to have prior knowledge of the system specification before conducting
tests

2.1 System Specification

• Platform: Google Colaboratory

• Runtime: GPU/TPU

• RAM: 12.7GB

• Disc: 107.7 GB

Figure 1: Colab Runtime
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3 Code

3.1 Dataset

This program uses five data source of different dimensions. The below table show the
overview of the data used.

Dataset Name Rows Columns
Truth Seeker (2023) 134199 8
Kaggle Fake News Data 1 44920 4
LIAR 10239 14
WEFL 72134 4
Kaggle Fake News Data 2 6335 4

Table 1: Datasets Shape

3.2 Data Loading

The below image show a brief view of how the code is structured.

Figure 2: Code Workflow
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1. Access the data from your specified location by mounting the Google Drive in
Google Colab. Unzip the dataset saved on the drive to the chosen directory.

2. Import the required libraries, if throws an error please pip install few dependencies
and restart the session.

Figure 3: Import Statement

3. Load all the 5 data as dataframes.

Figure 4: Data Load

4. Data Cleaning is important because we are handling text data and need for clutter
free word corpus is important for analysis.
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Figure 5: Data Clean Function

3.3 Modeling

The code first does LSTM modeling with for embeddings and then do CNN model with
same four embedding on 5 different datasets.

Figure 6: LSTM

This is how the function call is made for each function

4



Figure 7: Word2Vec Function Call for different datasets

These are the results are as follows

Figure 8: LSTM-Word2Vec

Figure 9: LSTM-Glove

Figure 10: LSTM-FastText

Similarly as next step we are calling an CNN function.
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Figure 11: CNN Function

The below are the outputs of CNN

Figure 12: Parameters in CNN
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Figure 13: CNN Training

Then we do BERT Modeling

Figure 14: BERT Model

After all these code we choose the best model among these and do the Federated
Learning.

Figure 15: Federated Learning

Similarly a 5 clinet architecture is done
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Figure 16: Federated Learning 5 Client Architecture

The Federated Learning gave this two loss function

Figure 17: Federated Learning 3 Client Architecture
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Figure 18: Federated Learning 5 Client Architecture

These are the steps followed in executing this code.
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