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Optimizing GPU Resource Allocation and Scheduling
using a Hybrid Scheduler

Sai Nitish Kavali
22125809

1 Introduction

This is the Hybrid Scheduler configuration manual, a powerful GPU resource manager.
This manual guides you through hybrid scheduler setup and configuration to maximize
GPU utilization and system efficiency. The purpose of this configuration manual is to
give a detailed and brief explanation of the setup and running of the project ”Optimizing
GPU Resource Allocation and Scheduling using a Hybrid Scheduler.”

2 System Specification

• Programming Languages: Python, HTML

• Libraries and Frameworks: Flask, GPUStat, Pytorch, Watchmen,

2.1 System configuaration

Configuration of the system is as follows: g4dn.12xlarge EC2 Instance

• Windows Server

• vCPU 48

• 4 NVIDIA Tesla GPUs

3 Implementation Steps

• First, Download the code artifact submitted in the moodle

• Create an EC2 instance in the AWS with the server g4dn.12xlarge or any large
server than the specified as the scheduler requires 4 GPU to effectively display
scheduling.

• Install all the required libraries and Python 3 to execute the code without any issues

• Start the server with the command python server.py.

• After starting the server you can find a URL that redirects to the frontend web
app.
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Figure 1: Requirements

Figure 2: Requirements
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Figure 3: Requirements

• Now open new terminals in order to simulate the workload on the GPUs.

• After starting the server and viewing the frontend now we move on to training the
CNN models which will start the GPUs so that we can test the scheduler.

• Now we start increasing the load on the GPU using python mnist.py –id=”single”
–cuda=0 –wait

• run the commands in different terminals with different parameters which help in
different kinds of scheduling. (NOTE: Change the ID every time you run the
command).

• In the URL you can see how the scheduler is working and what all the tasks are
running on different GPUs and their utilization.

This concludes the configuration manual for the Hybrid Scheduler. Please refer to the
readme.txt file for any doubts related to the parameters related to commands and reach
out to me for any difficulties.
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