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Disaster Recovery using Hybrid Pilot Light -
Active/Active And Placement Strategy

Sachin Dhanaji Ingale
22144528

Abstract

This research describes a unique hybrid pilot light and active-active disaster re-
covery technique for ensuring the robustness and high availability of AWS-deployed
workloads. Fueled by the critical need for strong disaster recovery solutions in the
face of unplanned disasters, the report investigates the development and analysis of
a hybrid system comprising the primary as well as the secondary regions. The archi-
tecture makes use of Amazon Web Services (AWS) CloudFormation, RDS, Elastic
Beanstalk, and S3 to create two different environments, each with its own Vir-
tual Private Cloud (VPC). The primary region acts as a production environment,
whereas the secondary region acts as a failover backup. This research paper thor-
oughly describes the methods for provision of both primary as well as secondary
environments, pointing out the need for already configured CloudFormation tem-
plates. Two evaluations, based on the Recovery Time Objective (RTO) and the
Recovery Point Objective (RPO), demonstrate the infrastructure’s ability to fulfill
the targeted recovery objectives. The secondary region has a significantly lower
RTO than the primary, indicating the higher fault tolerance of the proposed hybrid
method.
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1 Introduction

Disaster recovery planning is critical for ensuring the continuity and resilience of modern
cloud infrastructures. The necessity for strong disaster recovery techniques becomes
more obvious as organizations increasingly rely on cloud-based systems to power their
important applications. The constantly evolving nature of possible interruptions, ranging
from natural catastrophes to cyber attacks, needs a thorough examination of innovative
strategies for minimizing downtime and ensuring rapid recovery. This study conducts
a thorough assessment of the hybrid disaster recovery technique, concentrating on the
combination of the pilot light and active/active strategies. As organizations battle with
the problems provided by traditional recovery approaches in terms of RTO and capital
commitments, a hybrid strategy appears as a possible alternative. This technique aims for
maximum fault tolerance by maintaining two separate environments, an active primary
and a secondary standby, minimizing the effect of unexpected disasters. Figure [I| shows
the high level disaster recovery overview.

Figure 1: Disaster Recovery Overview Tomas et al.| (2020)

1.1 Motivation

The potential impact of interruptions on corporate operations has attracted increasing
attention as organizations transfer their applications to cloud environments. Cloud ser-
vice outages, natural disasters, and cyber assaults may all cause considerable downtime,
resulting in economic losses and reputational harm. The need for robust disaster recovery
solutions has never been greater.

Motivated by the need to improve disaster recovery quality, this research project digs
into the complicated workings of a hybrid disaster recovery strategy designed for cloud-
based applications. Using insights from current literature on disaster recovery techniques
in cloud computing, the author highlights the gaps and issues that drive the need for a
hybrid strategy. The key research aim of this study is to evaluate the efficiency of the
hybrid pilot light and active/active method in minimizing recovery time and maximizing
fault tolerance in cloud based systems.



1.2 Research Question

Mentioned Below is the author’s research question that needs to be accomplished and
evaluated:

What would be the impact of using hybrid pilot light - active/active and placement strategy
disaster recovery approach on RPO, RTO, Latency and Cost?

Objectives:
1. To work towards achieving better RT'O and RPO for a production level environment.
2. Provisioning secure cloud environments using AWS CloudFormation.

3. To cut down on the cost involved using the hybrid approach.

1.3 Contribution to Scientific Literature

This research paper adds to the scientific literature by proposing and analysing an im-
proved disaster recovery technique that is compatible with the dynamic nature of cloud
computing. The hybrid pilot light and active/active method provides a sophisticated
solution that capitalises on the benefits of both techniques to optimise resource use and
accelerate recovery processes.

On the other hand the research attempts to bridge the gap between conceptual dis-
aster recovery frameworks and practical implementation by offering specific insights into
disaster recovery plan formulation and execution. This paper aims to build a benchmark
for effective disaster recovery in cloud-based applications by analyzing the suggested tech-
nique using performance measures such as Recovery Time Objective and Recovery Point
Objective.

1.4 Report Structure

The rest of this paper is structured as mentioned here: Section 2 provides a detailed
literature review of existing disaster recovery strategies and the limitations they pose.
Section 3 delves into the methodology adopted for the hybrid pilot light and active/active
approach, Section 4 explain the proposed design specification for hybrid model. Section 5
details the implementation of the proposed strategy, offering insights into the primary and
secondary environments. Section 6 evaluates the performance of the proposed disaster
recovery plan through measures such as RTO and RPO and also discusses the results and
proposes potential improvements. At the end, Section 7 concludes the research paper with
a summary of the major results and outlines areas for future research and enhancement
of disaster recovery strategies.

2 Related Work

This section contains information related to the research papers that helped the author
of this paper gain knowledge about cloud disaster recovery which indirectly helped in
conducting this research. The related work mostly contains details regarding disaster



recovery strategies and technologies, advanced techniques and models in disaster recovery,
and also about security, automation and future trends in disaster recovery. The goal was
to find gaps and look for future work from previous research in order to achieve a disaster
recovery plan that has an exceptionally better recovery time objective, recovery point
objective and cost involved.

2.1 Disaster Recovery Strategies and Technologies

The research done by |Alhazmi and Malaiya (2012) investigates the tradeoffs of onsite,
colocation, and cloud disaster recovery alternatives. It employs analytical methodologies
to assist future disaster recovery planning and maintenance. The authors propose that
chief information officers use a quantitative method to compare DRP systems and choose
the best one. They recommend that organizations detect probable catastrophic occur-
rences and assess their impact. Their study’s findings suggest that employing trustworthy
quantitative indicators, decision makers may be objective in feasibility analysis and busi-
ness needs research. More data is still required for mathematical optimization models.
The quantitative analysis and practical effects of the work are among its strengths.

Chen and Shang (2017)) looks into disaster recovery technologies for cloud-based online
systems, emphasising the need of having a thorough, multi-level backup plan in place to
safeguard system security and ensure quick data recovery. To collect information from
academic publications and books, the research used a literature review technique. Backup
techniques, recovering transactional logs, pages, files, and record groups, and information
recovery exercises are all included in the research. It emphasises the significance of recov-
ering data and fault drills in a timely manner. The report includes a complete review of
disaster recovery technologies for cloud-based systems, as well as helpful tips for building
a backup plan and restoring data in the event of a disaster. Its shortcomings, however,
include an absence of scientific data and case studies, which means that its conclusions
may not be relevant to all systems that use clouds.

To avoid single point failures, Sabbaghi et al.| (2017) recommends a cloud disaster re-
covery model with network redundancy as a corporate contingency plan. To collect data
from multiple institutions, the research adopts a quantitative approach that includes
surveys and interviews. SPSS statistics software is used to assess and validate the frame-
work. The findings of author indicate that the suggested framework is economical and
provides an excellent chance for small and medium-sized enterprises (SMEs) to establish
disaster recovery. Along with that the study emphasizes the significance of disaster re-
covery in the domain of cloud computing. Still the limited sample size and absence of
extensive cost analysis of the framework’s implementation may restrict its generalizability.

As per the research done by Mendonga et al.| (2018) the author of the paper evaluates
cloud-based disaster recovery systems using an integrated model-experiment method,
including stochastic petri nets and fault-injection experiments to measure availability
metrics such as steady-state availability and downtime. The findings of the author sug-
gests that using a disaster recovery solution considerably boosts system availability and
reduces downtime costs. The method’s strengths include its application of modelling and
testing, which results in more precise and trustworthy outcomes. It also analyses varied
failure/repair behaviours and component dependability. However, it may not be appro-



priate to all disaster recovery systems or I'T environments and may need substantial time
and money to execute.

Shahzadi et al. (2018)) talks about the goal to provide a self-contained, frictionless, and
robust carrier cloud brokerage solution for disaster recovery. It uses a proof-of-concept
method and tests its performance for each cloud service using use-case scenarios. The
solution allows for the seamless migration of a full TaaS, lowers capital cost, and ensures
dependable data access during catastrophic events. The paper covers the challenge of
constructing robust live/real-time catastrophe recovery methods and evaluates perform-
ance using use-case scenarios. Unfortunately, it is restricted to a single organization’s
private cloud and needs real-world testing to confirm its usefulness. The study’s strength
comes from its attention on crucial challenges in disaster recovery.

The research performed by [Baginda et al| (2018) analyses the RTO and RPO para-
meters of a service available on AWS and GCE by using a disaster recovery evaluation
strategy, disaster recovery actions, and system and application testing. According to the
findings, AWS offers a lower RTO and RPO versus GCE, making it a better alternative
for businesses that require high application availability. The research offers a thorough
comparison of RTO and RPO parameters between two major cloud providers, as well
as an implementation design strategy for businesses to evaluate overall disaster recovery
strategies. The article only reviews two providers and does not give a pricing analysis,
which may be an essential consideration for businesses when selecting a cloud provider.

2.2 Advanced Techniques and Models in Disaster Recovery

Utilizing an integrated model-experiment method, Mendonga et al.| (2019) assesses a
Backup-as-a-Service (BaaS) setting for disaster recovery (DR) instances. Key paramet-
ers including availability, downtime, RTO, and RPO are examined in a real-world BaaS
context using analytic models as well as fault-injection experiments. The study discovers
that backup interval, mean time to recover from a catastrophe, and mean time to disaster
for the primary data center are the most relevant criteria for RPO, RTO, and availability.
The study’s advantages include the application of analytical models and fault-injection
tests for a thorough evaluation of DR key-metrics. Whereas limitations include the con-
trolled setting, failures that were not included in the disaster monitor, and the research
only examining one type of DR solution, which may not adequately reflect real-world
conditions.

Tamimi et al. (2019)) investigates several disaster recovery approaches in cloud comput-
ing and also compared and evaluated them using his previous literature review results.
The author analyzed research papers, journals, and conference papers to determine their
benefits and drawbacks, and then evaluated them based on points such as cost savings,
data duplication, and security perspective. According to the survey, disaster recovery
is becoming a vital part of organizations, and deploying it as a service can mitigate
calamities and recover data at a reasonable cost. Some approaches, such as Parity Cloud
Service, are very secure and efficient, while others, such as Cold Backup Service, offer
longer recovery times and are more cost-effective. The study’s strength is in providing a
thorough review of various methodologies, emphasizing their relevance in organizations,
and providing insights on how to execute disaster recovery as a service. It lacks in rigor-



ous cost-benefit analysis and actual data to back up its assertions.

On the other hand Patel and Keerthana (2019) emphasises the importance of disaster
recovery across business continuity management and provides suggestions for organisa-
tions to protect data security and privacy. They used a qualitative research technique
to identify typical reasons of data loss, including hardware malfunction, human mistake,
and cyber threats, and suggests that cloud computing be used to assist disaster recovery
efforts. To secure stored data, the authors recommends using data encryption and ac-
cess limitations. While it gives a thorough overview, it lacked original research and data
analysis, as well as an in-depth evaluation of the costs and advantages of various disaster
recovery solutions, which might be valuable for organisations formulating data backup
and recovery plans.

Tsubaki et al.| (2020)) talks about ways to reduce data loss from natural catastrophes and
network congestion, this paper provides a disaster recovery strategy for edge computing
based on distributed TCOs. It compares traditional approaches to disaster prediction
data to choose TCOs for data backup. According to the authors findings, the proposed
strategy is more successful in reducing the overall number of hops for data backup. It
does not, despite this give real-world implementation outcomes and only focuses on nat-
ural calamities strengthening is its usefulness and thoroughness.

Abualkishik et al.| (2020) supervised the research who’s purpose is to examine prior stud-
ies on disaster recovery in cloud computing, assessing their strengths and flaws, current
data recovery issues, and current developments in the industry. It provides a detailed
overview of the area and suggests future research prospects using his literature review
studies. The comprehensive review technique and in-depth examination of present and
future developments are among the study’s strengths. It does have shortcomings, such
as a concentration on past research and a lack of actual evidence to back up its claims.

2.3 Security, Automation, and Future Trends in Disaster Re-
covery

Emejeamaral (2020) conducted a research whose goal was to solve security problems in
multi-cloud technologies while also providing effective techniques for controlling automa-
tion and monitoring. It looked at threat detection, intrusion detection, data security,
and vendor lock-in. The authors investigated numerous automation and monitoring re-
commendations, such as multi-cloud monitoring in cyber physical applications, smart
domotics, slipstream automation in regulating large volume data infrastructure, disaster
recovery as well as secret protection. The study’s strengths include a detailed examina-
tion of security risks as well as an investigation of automation and monitoring ideas. It
has some drawbacks, including a lack of concrete proof and a limited reach.

Yu et al. (2022) directed a rigorous research whose goal is to create and deploy a soft-
ware disaster recovery solution for cloud computing-based aircraft ground systems. The
service attempts to increase corporate security and continuity in the case of a calamity.
The service operates in main and standby modes, combining data centre resources based
on a software warehouse. Extensive simulation trials are used to assess the service’s per-
formance. The results suggest that the service is successful at detecting software flaws,



guaranteeing business continuity, and addressing them in a timely manner. The service
also increases the overall security of the cloud infrastructure. The report emphasises the
advantages of providing a reliable disaster recovery solution for both data and software in
cloud data centres. Extensive simulation tests and addressing the weaknesses of present
disaster recovery approaches in aircraft ground systems are among the study’s highlights.
The research does not give a thorough examination of the service’s limits and scalability
in bigger systems.

Trovato et al. (2019) supervised a research that looks at several disaster recovery al-
ternatives, such as cloud-based, co-location, onsite, and hybrid options. It evaluates
these possibilities, which include public or private clouds DR, DR as a service (DRaaS),
and hybrid models, using previous case studies and a structured manner. According to
the author, there is no one size fits all disaster recovery solution, and organizations must
examine their individual business environment as well as requirements before selecting a
solution. The research provides advice on selecting the optimum solution according to
cost, compatibility, and organizational constraints. The drawback of this study is that it
still remains dependent on secondary data and lacks a full technical study.

Stamenkov| (2022) presented a tiered business continuity and disaster recovery (BC/DR)
approach to combine diverse BC/DR strategies. It analyses similarities and contrasts
between four types of plans which are vital infrastructure safeguarding plan, DR plan,
system contingency plan, and business continuity plan. The model is built on a qualit-
ative research strategy, especially using previous case studies, and it analyses four plans
provided by a Macedonian government agency. According to the author, the layered
BC/DR approach can assist organisations simplify strategies as well as enhance their
BC/DR capabilities. The research’s advantages include its focus on real difficulties en-
countered by organisations.On the other hand one of the study’s shortcomings is its
restricted emphasis on four kinds of plans from a single organisation, as well as its lack of
quantitative data. Despite these constraints, the study offers useful insights into BC/DR
planning and emphasises the significance of combining several strategies.

Solis et al.| (2021) proposed risk mitigation and cloud based disaster recovery strategy for
small and medium-sized organisations. It has two parts: Qubes OS and the capacity to
restore baseline or application images from the cloud. The Qubes OS component enables
users to maintain templates as well as application machines based on templates, and the
cloud-based component enables users to acquire and restore systems from the cloud, hav-
ing recovery time varying according to circumstances. The framework provides various
enhancement options, including the use of an SSH command, the implementation of an
FTP server as a storage place, and the scripting of backups. It also allows you to deal
with Linux Shell and Amazon AWS with ease. The research lacks a full examination of
its limits, as well as a cost analysis, which might be valuable for organisations thinking
about applying the framework.



3 Methodology

This section of the research paper consists of data relating to the methodology of the
disaster recovery approach. After reading all the research papers carefully, I came across
all the standard disaster recovery strategies out there, i.e. backup and restore strategy,
pilot light strategy, warm standby strategy, and active/active strategy, as shown in Fig-
ure [2l Of course, all of the advantages we get from standard approaches are not enough
in terms of recovery time objectives and capital involved these days. Thus a hybrid pilot
light and active-active strategy come into play, as discussed in Trovato et al. (2019).

active/passive

| Backup & Warm | Multi-site

Restore Pilot Light standby active/active
Hout f i to i
« Lower priority use cases + Data live = Always running, but smaller + Zero downtime
« Provision all AWS resources + Services idle + Business critical + Near zero data loss
after event + Provision some AWS resources + Scale AWS resources after event + Mission Critical Services
* Restore backups after event and scale after event + Cost $$% + Cost $$$%
.« Cost$ + Cost: $%

Figure 2: Standard Disaster Recovery Strategies El

3.1 Hybrid Approach

The hybrid approach consists of maintaining two separate environments, namely an act-
ive or primary environment and another secondary environment in different region for
maximum fault tolerance. As the name suggests, the active environment will have all the
resources in an active state, as it’s a primary environment. The secondary environment
will maintain all the heavy services, which take the most time to be created in an active
state. This approach won’t keep the resources in a standby state rather, these resources
will stay fully active. In case of a disaster, if our primary region’s both availability zones
goes down make use of our secondary region’s AWS CloudFormation templates to allocate
the remaining resources so that the application is again back to a fully functional state.
Figure [3] shows the proposed hybrid DR flow and its components.

3.2 Disaster Recovery Plan

Most of the research papers studied included strategies for creating a more reliant disaster
recovery plan. All those combined strategies studied helped in identifying a series of steps
for a hybrid approach. In the case of the hybrid approach creating a disaster recovery plan
(DRP) for a customer’s application on the cloud involves several phases, which are data
collection, developing AWS CloudFormation templates, replication procedures, downtime
analysis, DR execution steps, and other considerations.

"https://shorturl.at/drAF8
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Figure 3: Hybrid DR Flow

3.2.1 Data Collection

The primary aim in data collecting is to have a thorough understanding about the cus-
tomer’s application. Going beyond specific components such as databases and servers
helped to decipher the complicated network of connections and links that include the
application’s architecture. Each component’s importance is determined by its involve-
ment in company operations. Also knowing about the specifics like the volume of data,
the frequency with which it is updated, the type of resource, and any unique rules or
restrictions that must be followed. obtaining vital insights for the adaptation of hybrid
technique by studying preexisting disaster recovery plans, if they exist. This deep under-
standing serves as the foundation for developing a disaster recovery strategy customized
to the application’s specific demands and complexities |[Prabantoro and Aji (2021)).

3.2.2 Developing AWS CloudFormation Templates

This step involves progressing from a theoretical understanding to practical plans during
the development of AWS CloudFormation templates. These templates serves as thorough
blueprints for the application’s complete infrastructure. From networking setup to data
storage as well as computing resources, everything is provisioned using code as AWS
CloudFormation is an Infrastructure as a Service (IaaS). AWS CloudFormation allows to
reuse prior templates in present models Kartheeyayini et al.| (2022). The software also
allows to alter prior templates that are appropriate for the current stack. The hybrid
approach is smoothly implemented inside these templates, resulting in an active environ-
ment maintaining a state of availability for all resources in the primary region whereas
in the secondary region only the resources that take the most time to be provisioned are
kept active and other resources are brought into action using separate templates whenever
there is a need. Thorough testing is required to assure the reliability and effectiveness
of these templates, validating their ability to quickly and seamlessly recreate the needed
infrastructure during a disaster.
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3.2.3 Database replication procedures

A comprehensive method is used in the RDS (Relational Database Service) replication
processes to assure data consistency and availability across multiple regions. As illus-
trated in Figure {4| the primary region consists of a master database along with a read
replica, both of which have been designed with multi-AZ (Availability Zone) capabilities
for increased fault tolerance. On top of that, snapshots have been turned on for enabling
the most recent and accurate data backups. The primary region’s master database acts
as the main source of data, whereas the read replica, stored inside the same region, serves
as a secondary copy. The multi-AZ setup ensures that if one Availability Zone fails, the
other zone automatically takes over, minimising downtime and improving overall sys-
tem resilience. The RDS configuration in the secondary region is identical to that in
the primary region, which consists of a cross-region read replica pointing to its master
database in the primary region. This configuration allows for continuous data replication
from the primary region to the secondary region, guaranteeing the information is always
up to date. The read replica in the secondary region is critical for keeping a real-time
copy of the master database via the primary region. This replication procedure guaran-
tees that what is stored in the secondary region is an exact and current replica of the
master database in the main region. Along with this snapshots are produced in both the
primary as well as the secondary regions for recording the present status of the databases.

Availability Zone Availability Zone Availability Zone
Cross Region

.l I .l I ReadReplica .l I

Read Replica Primary RDS Read Replica

Region
Y
uoibay

Figure 4: RDS Cross Region Replication

This snapshot feature provides a point-in-time recovering option and adds to the overall
disaster recovery plan by allowing the restoration of databases to a specified state in the

event of unanticipated catastrophes (2023).

3.2.4 Downtime & Recovery Analysis

Downtime analysis investigates the impact of possible disruptions on corporate activities
during disaster recovery, moving beyond just measuring downtime to consider elements
such as data transfer times as well as application startup durations. Two critical metrics
are taken into account: Recovery Time Objective (RTO), which specifies the maximum
time required for system restoration, and Recovery Point Objective (RPO), which spe-
cifies the bearable data loss. Careful prioritisation of important parts correlates with
both RTO and RPO goals. By establishing effective communication channels, stakehold-
ers and users should be informed about scheduled downtime, promoting transparency,
and managing expectations during the recovery process. This phase acknowledges the
importance of addressing technological and human-centric components together before
implementing DR steps Baginda et al.| (2018)).

11



4 Design Specification

The suggested system design shown in Figure [5| attempts to create a resilient as well
as highly available infrastructure to serve an AWS-deployed application by utilizing a
hybrid disaster recovery method. The architecture is divided into two distinct regions,
primary and secondary, each having its own Virtual Private Cloud (VPC). The primary
region serves as the current production environment, whereas the secondary region serves
as a backup for disaster recovery. Amazon S3 is used for CloudFormation templates
and application artifacts, AWS Elastic Beanstalk is used for simplified deployment of
the application with a load balancer, and Amazon RDS is setup with multi-AZ along
with read replicas for database resilience. Both regions maintain independent VPCs

Switch

o

o
o
—

us-east-2 (Ohio) \ eu-west-2 (London) \
AWS Elastic Beanstalk AWS Elastic Beanstalk

Application A\ Application v

'g m =2 '5> m x 0
s S5 s SE
m m
mz 2 £ U= A - 2 £
< -. © £ < © S
= RS Sw i g5
o9 m .= oo o=
35 oz 25 o 2
iz ' $& 23 = 1 = |22
22 o2 32 = L & o
> w g > < w2

RDS Master Replicating RDS

: > ReadReplica
(Multi-AZ) (Multi-AZ)

a— —
- = RDS = 5 Promote to RDS
Snapshot ReadReplica Snapshot Master
(Multi-AZ) (Multi-AZ)

Figure 5: Infrastructure Diagram for Primary and Secondary Environment

in the hybrid disaster recovery arrangement, each with its own Amazon S3 for reliable
storage of CloudFormation templates as well as application artifacts. Except for Elastic
Beanstalk, which is available for immediate activation following a disaster, the secondary
environment carefully preserves the active condition of all resources. Other than that the
secondary environment runs an active ReadReplica of Amazon RDS from the primary
region enabling continuous database synchronisation Tomas et al. (2017)).

4.1 Primary Environment

For research purpose, the author has used us-east-2 (Ohio) as the primary region. All
the AWS infrastructure is built using an IaaC service called AWS CloudFormation. In
the primary region, AWS S3 is used to store the CloudFormation templates and the
application war file for AWS Elastic Beanstalk application deployment. The primary
region consists of one VPC which contains four subnets in total of which two are public
and two are private. The primary region also contains an AWS RDS instance which
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is Multi-AZ enabled along with its own ReadReplica which is also Multi-AZ enabled.
The RDS instance is configured to create snapshots daily with a retention of one day,
which is economical as well. To deploy the application, the author has used AWS Elastic
Beanstalk to support automatic deployment, load balancing, and auto scaling. To access
the primary environment, AWS Elastic Beanstalks environment domain is used. Figure [
shows the stacks created in AWS CloudFormation to provision the primary environment.

Stacks

Stacks (4)

Q, ohio

Stack name Status Created time

2023-11-29 14:15:12 UTC+0000

2023-11-29 13:17:28 UTC+0000

2023-11-29 12:22:28 UTC+0000

2023-11-20 22:21:23 UTC+0000

Figure 6: AWS CloudFormation templates are executed to create primary environment.

4.2 Secondary Environment

The secondary environment is maintained for consistent fault tolerance in the overall
infrastructure. Over here, the author of this research paper has used eu-west-2 (London)
as the secondary region. Similarly all the AWS infrastructure is built using IaaC service
which is AWS CloudFormation. Same as the primary region AWS S3 bucket is used
to store the CloudFormation templates and the application war file for AWS Elastic
Beanstalk application deployment. Fresh VPC is created for this environment along with
four subnets, of which two are public and two are private. The secondary region also
contains AWS RDS ReadReplica, which is Multi-AZ enabled. The master database for
the secondary region is the same as the primary region therefore it is configured to point
to the master database in the primary region. AWS Elastic Beanstalk CloudFormation

Stacks

Stacks (3)

Q, london

Stack name Status Created time

2023-11-29 15:13:49 UTC+0000

2023-11-29 14:33:06 UTC+0000

2023-11-22 01:22:14 UTC+0000

Figure 7: AWS CloudFormation templates are executed to create secondary environment.
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stack is not created here beforehand, and it is only created when the primary environment
is under disaster or is not working as expected for some odd reason. To get the application
again in the normal state when the primary environment is not working the author will
run the Elastic Beanstalk yaml template stored in S3 Bucket, which will deploy the
application again and bring it back to life. Figure [7] shows the stacks created in AWS
CloudFormation to provision the secondary environment.

5 Implementation

In the previous section author discussed the overall infrastructure of the hybrid system
using Figure 5| In this section, an effort is made to explain the implementation of the
proposed strategy and also an explanation for the disaster recovery plan (DRP) in case a
real disaster hits the primary region. Interested people can find the implemented source
code on GITHUB.

It is expected to have the primary environment running at all times with zero down-
time but unpredictable circumstances like natural or man-made disasters can interfere
with the normal workflow of the primary infrastructure as shown in Figure [8| The au-
thor has developed separate CloudFormation templates for both primary and secondary
region infrastructures. But just running the CloudFormation templates on AWS is not
sufficient to achieve the required results nor does it justify the author’s overall imple-
mentation, setting up each component taking part is also a key requirement for which
the configuration manual will be the best document to go through. The main idea behind
creating these CloudFormation templates is to provision all the services pre-configured
before you attach the application and all its dependencies to it. Only a few parameters
will be required to be given to have a unique service namespace.

5.1 Provisioning Primary Environment

In order to provision primary envrionment here are the steps given below:

1. Login to AWS management console and switch to us-east-2 (Ohio) region. Make
sure to use primary region CloudFormation templates.

2. Go to AWS CloudFormation Service and hit on create stack with new resources.
From the primary region CloudFormation template files, select S3-ohio.yaml file to
create the S3 bucket. Enter stackname and click on submit. This will create S3
bucket for you. Upload all the primary regions yaml file onto the recently created
S3 bucket along with the application war file.

3. Click on create stack with new resources again and give the S3 url of the VPC.yaml
file this time and go next, enter the required parameter names and hit submit. This
will create a VPC along with four subnets, subnet group, public and private route
table, NAT gateway, Internet gateway, RDS Master database, RDS ReadReplica
and Database ec2 security group. This makes sure that VPC and RDS database
is created together in one go. But in case just one service goes down there are
separate templates for each service available to be executed.
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Figure 8: High level Infrastructure Diagram

4. Next step is to copy both public, private subnet ids and also VPC id just created by
VPC.yaml template and pass the subnet ids into the EB-ohio.yaml code to deploy
the application on AWS Elastic Beanstalk which uses the updated EB-ohio.yaml
file to create a stack with new resources make sure that the Elastic load balancer
uses public subnet ids and EC2 servers use private subnet ids only.

5. Once the Elastic Beanstalk stack is created the application is ready to be used, we
can use the Elastic Beanstalk DNS to access the deployed application El

5.2 Failover Process to Secondary Envrionment

AWS failover maintains uninterrupted service availability by routing traffic to a secondary
environment in the event of a breakdown, ensuring high dependability and reducing
downtime for services and applications. To provision a secondary environment here are
the steps given below:

1. Login to AWS management console and switch to eu-west-2 (London) region.
Make sure to use secondary region CloudFormation templates.

2. Go to AWS CloudFormation Service and hit on create stack with new resources.
From the primary region CloudFormation template files, select S3-london.yaml file

Zhttps://docs.aws.amazon.com/whitepapers/latest/disaster-recovery-workloads-on-aws/
disaster-recovery-options—-in-the-cloud.html
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to create the S3 bucket. Enter stackname and click on submit. This will create
S3 bucket for you. Upload all the secondary regions yaml files onto the recently
created S3 bucket along with the application war file.

base instance ARN. Once done click on

Edit VPC2.yaml file so that the RDS ReadReplica points to the master RDS Data-

create stack with new resources again and

give the S3 url of the updated VPC2.yaml file this time and go next, enter the
required parameter names and hit submit. This will create a VPC along with four
subnets, subnet group, public and private route table, NAT gateway, Internet gate-
way, RDS ReadReplica and Database ec2 security group. This makes sure that
VPC and RDS database is created together in one go. But in case just one service

goes down there are separate templates

. Important Key Step: This step is

for each service available to be executed.

only executed when primary region goes

down. Copy both public and private subnet IDs and also VPC ID just created
by VPC2.yaml template and pass it into the EB-london.yaml to deploy the applic-
ation on AWS Elastic Beanstalk which uses the updated EB-london.yaml file to
create a stack with new resources make sure that the Elastic load balancer uses
public subnet ids and EC2 servers use private subnet ids only.

Once the Elastic Beanstalk stack is created the application is ready to be used, we

can use the Elastic Beanstalk DNS to access the deployed application ﬁ

5.3 Tools & Services Used

Tools and Technologies

Cloud Provider

Amazon Web Services

Source Code Editor VS Code

TaaC Service AWS CloudFormation
Programming Language used YAML

Database Service AWS RDS

AWS RDS Instance type

db.t2.micro gp2 5 GiB

Orchestration Service
AWS Elastic Beanstalk Platform

AWS Elastic Beanstalk
Tomcat 10 running on 64bit Amazon Linux

CloudFormation Template Storage Service

AWS S3

Table 1: Tools and Technologies Used.

6 Evaluation

This section contains all the results of evaluations conducted during the research. There
are total two evaluations done during the research which are mentioned below.

3https://docs.aws.amazon.com/whitepapers/latest/disaster-recovery-workloads-on-aws/

disaster-recovery-options—-in-the-cloud.html
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6.1 Performance measures: RTO

Every company has their targeted recovery time objective fixed. It indicates the max-
imum threshold of time a company can have their application down without having much
financial loss. From business-critical applications to small-scale applications, everyone has
a different RTO. For the purpose of evaluation the author of this paper decided to have
a targeted RTO of a maximum of 1 hour for both regions. While calculating RTO it is
important to note that we will have a unique RTO for each service, so in this case, the
below bar chart in Figure[9|shows RTO for each service in primary region and also overall
RTO to provision entire infrastructure in the primary region. As per the results, it shows
that the RTO is well below the targeted RTO.
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Figure 9: RTO for Primary Region Stacks

Looking at the RTO results of the secondary or failover region in Figure it is clear
that it has much lower RTO than that of the primary region. For the overall stack
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Figure 10: RTO for Secondary Region Stacks

creation in secondary region it takes 27.46 minutes as compared to primary region
which takes 39.51 minutes.
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6.2 Performance measures: RPO

The recovery point objective refers to the quantity of data a cloud application can afford
to lose. As the hybrid disaster recovery infrastructure is using Multi-AZ with two Read-
Replica, a new master database will be ready to serve within 35 seconds of disaster, which
makes our RPO 35 seconds. Failover time also depends on the duration of ReplicalLag
and the latency between the two regions. From the Figure [11| we can tell the Replical.ag
in primary regions is 0 seconds with few levels of network fluctuation ﬂ

Primary-Region-ReadReplica

Os 40.2 ke/s 1.69s/ss

e

@ NetworkTransmitThroughput NetworkReceiveThroughput

29.6 s 1.97 5

WWMWWWWMMWM

® WriteLatency @ WriteThroughput

Figure 11: RPO for Primary Region

Similarly, Looking at the metrics in Figure [12]it will be right to say that the ReadReplica
in the secondary region is also of 0 seconds with some network conditions involved.

Secondary-Region-ReadReplica

0

NetworkTransmitThroughput

2738

A

Figure 12: RPO for Secondary Region

@ WritelOPS WriteThroughput

Conditions: While stating the RPO as 35 seconds and Replical.ag as 0 seconds we
always have to keep in mind that it is not always straight 35 or 0 seconds mentioned by
AWS because it involves few factors in between which is Replication Lag which is the
input lag to sync the database with master. Second is Network latency between the two
regions which plays a major factor in deciding the RPO.

‘https://pages.awscloud.com/rs/112-TZM-766/images/2022_0408-DAT_Slide-Deck.pdf
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6.3

Discussion

For the evaluation purpose the author performed two evaluation tests which are standard
in any disaster recovery plan testing i.e. calculating recovery time objective (RTO) and
calculating recovery point objective (RPO) for both the primary and secondary region
infrastructure. In the bar chart Figure [13| author have included the results of RTO for
both regions and discussed RPO results as well.

6.3.1
1.

The discussion goes into the outcomes of two evaluations, providing a detailed
assessment of the performance of the disaster recovery infrastructure. Particularly,
both region’s Recovery Time Objective (RTO) showed results below the desired 1-
hour constraint, confirming the infrastructure’s dependability. On the other hand
due to lot of mission critical application it is important to have automation into
the DRP plan so that manual interaction with the DRP is minimum which will
decrease the RT'O more.

Recovery Point Objective (RPO) results were excellent but the research demon-
strates that the impact of factors such as ReplicaLag and Network latency on the
accuracy of RPO. One of the alternatives that can be used instead of AWS RDS is
AWS Arora which can have 15 total ReadReplicas in all overall availability zones
and also each of the Replicas can be promoted to master database without even
restarting the database instance, which makes the RTO exactly 0.
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Figure 13: Bar Chart showing RTO for both regions.

Improvements

Automation: Priority should be given to improvements in the automation of the
disaster recovery process. By utilizing modern automation techniques such as AWS
EventBridge along with Lambda during service outages it can automatically failover
event ingestion to a backup region without requiring user intervention El

. Expansion of Services: The study might be extended to include a larger variety of

cloud services. Incorporating and evaluating other services during disaster recovery
can give a more thorough knowledge of the hybrid approach’s usefulness.

Shttps://shorturl.at/yCGMN
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3. Stress Testing the Database with HammerDB: Stress testing the database with
tools like HammerDB may recreate real-world scenarios to assess the system’s per-
formance under harsh conditions to further confirm the system’s resilience. This
would help to provide a more thorough and accurate assessment of disaster recovery
ability.

4. Vendor Lock-in: One of the important things to note is that the code should be plat-
form neutral which means that it should not be made for just one cloud platform.
Another factor that comes into play is that AWS might decide to discontinue some
of the service so there should be alternative arrangements accordingly Weldemicheal
(2023)).

7 Conclusion and Future Work

Every disaster recovery plan has room for adjustment and improvement. In the hybrid
pilot light and active-active strategy, the author presented acceptable results well within
the targeted recovery time thresholds. Both primary and secondary regions gave RTO
of approximately 40 minutes and 27 minutes respectively which is 20 minutes and 33
minutes well within the targeted 1 hour threshold. RPO is estimated to be 35 seconds
due to cross-region ReadReplica implementation which is 35 seconds in order to promote
the ReadReplica to master database instance [}

As this DRP performs up to expectations, it would be enlightening to test this DRP
for some business critical application while using multiple services with proper automa-
tion and pipeline triggers in place. Secondly, as discussed before AWS Arora can be a
better alternative to achieve real-time recovery point objectives. Third is that the DRP
should be applicable to all the cloud service providers so we can take advantage of tech-
nologies such as terraform and ansible to achieve such neutral DRP and scripts. Fourth,
with more time in hand, the author would like to look into multi cloud DR |Gupta and
Mahto| (2021)). Lastly, it would be beneficial to work on placement strategy which will
improve the system network latency issue and help with proper placement of services
across regions.
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