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1 Introduction 
 

The Configuration Manual contains all the instructions for reproducing the study and its 

findings on a local environment and the Azure ML cloud platform. This manual provides 

thorough information about the system specs required for running the program locally, the 

source of the dataset, the Python machine learning packages used, the process of creating the 

cloud environment using Azure SDK v2, and the execution model of the Azure pipeline for the 

project. 

 

2 System Specifications 
 

Hardware Configuration for the local run: 

 

• Processor: Intel 9th Gen Core i7-9750h @3.6 GHz 

• RAM: 16 GB DDR4 RAM 3200MHz 

• Storage (SSD): 512GB 

• Operating System: Windows 10, 64-bit 

 

Software Packages for the local run: 

 

• Python 3.8 

• Anaconda Navigator 2.3.2  

• PyCharm IDE Community Edition 2021.3 

• Jupyter Notebook 

 

3 ML Packages 
 

The subsequent machine learning packages were installed on the local system for early code 

development before migration to the cloud. To simplify the process of setting up the 

environment and installing packages, a requirements.txt file was provided for the project.  

 

To execute the command on a local computer, utilise the following instruction in the Windows 

terminal:  

 

Create a conda environment using the configuration file "environment.yml" by using the 

command "conda env create -f config/environment.yml". 
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4 Environment Setup – Package Versions 
 

 

5 Dataset 

The data collection process involves gathering the tweets from the Twitter API and Tweepy 

libraries in addition to the Kaggle dataset.  

Link: https://www.kaggle.com/datasets/ywang311/twitter-sentiment/data 

https://www.kaggle.com/datasets/ywang311/twitter-sentiment/data
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6 Azure ML Configuration 
 

 
Figure 1: Azure Account Details 

 

 

 
 

Figure 2: Azure ML Resource Group 

 

 
 

Figure 3: Azure Blob Storage 
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Figure 4: Launch Azure Machine Learning Studio from dp-tweets workspace. 

 

Figure 4: Open Notebook Instance.  

 

 

Figure 5. Compute Instance for the notebook 
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Figure 6. Import Azure SDK 

 

 
Figure 7. Import Azure Pipeline-specific SDK 

 

 
Figure 8. Azure user workspace configuration 
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Figure 9. Dataset upload to Azure Blob Storage 

 

 
Figure 10: Check Available compute targets 

 

 

 
Figure 11: AML Compute Provisioning for the pipeline 
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Figure 12: Run Configuration for conda environment creation in the docker image for 

execution 

 

 
Figure 13: Pass DataReference object to the pipeline to access datasets across pipeline 

stages 
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Figure 14: Pipeline Step1 creation – preprocess_step 

 

 

 
Figure 15: Pipeline Step2 creation – training_step 

 

 
Figure 16: Pipeline Step3 creation – prediction 

 

Figure 17: Build Pipeline 
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Figure 18: Validate Pipeline 

 

 
Figure 19: Submit the Pipeline and Click on the link to access the pipeline.  

 

 

Figure 20: Running Pipeline 

 

 

 

 

 

 

 

 


