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1 Introduction

The process of setting up a Kubernetes cluster on an Ubuntu server is explained simply in
this report. The instructions and technology required to build the cluster will be covered
in part 2. As we will discuss in the next section, we can use the concept of custom
schedulers running concurrently to figure out how to check both the custom scheduler
and the default scheduler. We will examine the code to have a deeper understanding of
its functioning in accordance with the our custom scheduler. Finally, we will see how to
configure the monitoring tools, prometheus and node exporter.

2 Tools and Technologies Required

Figure 1: technology stack

3 Clustering using Kubernetes

I am utilizing AWS EC2 services for my research in order to benefit from cloud computing.
I opted to use Ubuntu Server 22.04 because it provides improved compatibility with the
latest Kubernetes features and upgrades, along with more recent software versions and
updated kernel support.
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3.1 Node Creation

• Step1: Assign Unique Hostnames On the Master And Nodes Machine

• Step2: Add IP’s Address And Hostname To The Host file (ALL Nodes)

• Step3: Now Turn off the swap space. (ALL Nodes)

• Step4: Update the system package list and install the necessary packages for
Container-D ( ALL Nodes)

Configure required modules
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Then Apply sysctl parameters without rebooting to current running environment

• Step5: Now Install Docker In All Nodes

Configure Containerd To Start Using systemd as group

• Step5: Start ContainerD Services and Check Status

• Step6: Now Install kubectl kubeadm and kubernetes cni
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And check their status of installation

• Step7: For Master Node, switch to root user, then initialize the kubeadm and set
kubernetes directory path

• Step8: For Node1 and Node 2, Run Token On Nodes As Root User

• Step9: Install The Flannel pod network network

• Step10: Now Let’s Check: On Master As Normal User
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4 Microservices Code Creation

In this steps we are creating two microservices, for that initally we are installing go
for coding the microservice functionality and then pushing code as docker container on
docker hub,

For Go installation run following command,

Microservices code:

Figure 2: Mircoservice 1 Figure 3: Mircoservice 2

Figure 4: Docker Image
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5 Prometheus, Grafana and Node Exporter Install-

ation

For Installation of Prometheus, Grafana and Node Exporter we make use of Helm, Helm
is a tool that combines your configuration files into a single reusable package, automating
the development, packaging, configuration, and deployment of Kubernetes applications.

And then Expose the Prometheus and Grafana services to outside world by changing
the ClusterIP to NodePort

Then Finally we will able to see the prometheus dashboard with all EC2 instance
registered as target as shown below,
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For Grafana after accessing the website and login we need to import dashboard which
is basically for kubernetes monitoring, as import number is 12125 , and then we can see
dashboard which contains parameters related to scheduler using different namespace to
assess the various parameters

6 Custom Scheduler Implementation

Following Commands needs to execute our custom scheduler, and our microservice will
execute our scheduler using deployment file,

Firstly we need to import our custom scheduler,
https://github.com/swapnild333/mycustomscheduler

Followings are the deployment file and scheduler code,

Figure 5: Microservice 1 De-
ployment Script

Figure 6: Microservice 2 De-
ployment Script
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