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1 Introduction

This configuration manual presents the information about the dataset, the hardware and
software specifications, tools, libraries, and code needed to run the models developed
in the research project ”A Comparative Analysis for Recognizing Emotions from Facial
Expressions.” The research work can be replicated by following this guide.

2 Specifications

This section mentions the hardware and software specifications of the system that was
used for implementing the research.

2.1 Hardware Specification

The research is implemented on the system with the following hardware configuration as
shown in the Table 1.

Name Description
Machine Acer Nitro AN515-55
Operating System Windows 11(22H2)
Processor Intel(R) Core(TM) i5-10300H CPU @ 2.50GHz - 4.50 GHz
Installed RAM 16.0 GB DDR4 (15.8 GB usable)
System type 64-bit operating system, x64-based processor
GPU Nvidia GTX 1650 Ti (VRAM: 4 GB)

Table 1: Hardware Specifications

2.2 Software Specification

The entire project is implemented using Python programming language(v3.8.16). The
IDE which I found better to used was Visual Studio Code(v1.81.0+). The following
packages and libraries were used to perform the research: Numpy, Pandas, Matplotlib,
Seaborn, os, Scikitlearn, Tensorflow-gpu, and Keras.
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3 Dataset Description

The dataset used in the project was downloaded from the Kaggle website 1. The dataset
was downloaded as a zip file. The dataset contains two folder the train dataset and the
test dataset each having images of seven human emotions, mainly: anger, disgust, fear,
happiness, neutral, sadness and surprise. The total number of images available in the
train dataset are 32250. Since the train dataset was highly unbalanced, a subset of the
training data was created with 500 images present in each of the emotion classes and
was named as train balanced. Then all the subset data were stored under the folder
path: ”Z:\Projects\Thesis\Work\Dataset”. Under this are the three folders, as shown
in Figure 1.

Figure 1: The Dataset Folder

While replicating this research, do update the path directories to your dataset path
directory as stated in Fig.2

Figure 2: File path declaration

4 Data Preparation

The steps in importing the data are shown as below in Figure 3. The following steps are
common for all the three models that we will discuss in the implementation section.

1https://www.kaggle.com/datasets/manishshah120/facial-expression-recog-image-ver-of-fercdataset
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(a) (b)

(c) (d)

Figure 3: Importing the Dataset

After the dataset is read then the next stage is to load that data and preprocessing
them. We use the image.ImageDataGenerator() from tf.keras.preprocessing to re-scale
the data as shown in Figure 4. This helps in augmenting and preprocessing the image
data.

Figure 4: Data Re-Scaling

The next step is loading the data which is handled by flow from dataframe() function
as shown in the Figure 5. This loads the data and validates the images and their file
names.
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Figure 5: Data loading using flow from dataframe()

5 Implementation

The research is conducted using three machine learning algorithms, and the algorithm
was applied to both the balanced and unbalanced image datasets.

5.1 CNN Model

The model was run on both balanced and unbalanced datasets for two sets of epochs 50
and 100. The diagram given below depicts the implementation of the CNN model(fig:6).
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Figure 6: CNN Model Implementation

The confusion matrix for this model are shown below.

(a) (b)

Figure 7: Confusion Matrix when classes are unbalanced (a) 50 epochs (b) 100 epochs
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(a) (b)

Figure 8: Confusion Matrix when classes are balanced (a) 50 epochs (b) 100 epochs

5.2 CNN-LSTM Model

The model was run on both balanced and unbalanced datasets for two sets of epochs 50
and 100. The diagram given below depicts the implementation of the hybrid CNN-LSTM
model(fig:9).

Figure 9: Hybrid CNN-LSTM Model Implementation

The confusion matrix for this model are shown below.
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(a) (b)

Figure 10: Confusion Matrix when classes are unbalanced (a) 50 epochs (b) 100 epochs

(a) (b)

Figure 11: Confusion Matrix when classes are balanced (a) 50 epochs (b) 100 epochs

5.3 VGG-16 Model

The model was run on both balanced and unbalanced datasets for two sets of epochs
50 and 100. The diagram given below depicts the implementation of the VGG-16
model(fig:12).
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Figure 12: VGG-16 Model Implementation

The confusion matrix for this model are shown below.

(a) (b)

Figure 13: Confusion Matrix when classes are unbalanced (a) 50 epochs (b) 100 epochs
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(a) (b)

Figure 14: Confusion Matrix when classes are balanced (a) 50 epochs (b) 100 epochs

6 Conclusion

In conclusion, the data in the configuration manual shows us how the research was applied
and implemented. The report is divided into five sections, each of which is thoroughly
and methodically discusses on how to replicate the same project if needed.
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