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1 Introduction

This configuration manual provides comprehensive guidelines and instructions for setting up
and running the experiments discussed in the research paper "Optimising Inter-Function
Communication in Serverless Computing through Network-Aware Adaptive Data
Compression".The research employs a two-pronged methodology through simulations and a
real-world application deployment to evaluate the efficacy of an Adaptive Data Compression
(ADC) technique in enhancing performance of communications between distributed
serverless functions.

In order to enable reproducibility and repeatability of the experiments, this manual covers
end-to-end configuration and execution across three key areas:

1. Preliminary Experiments:
● Deploying a cloud function to run compression/decompression using the ADC

library and gather vital metrics on compression factor, compression times and
decompression times across diverse workloads.

2. Simulation Setup:
● Configuring and executing WorkflowSim simulations of representative

workflows (Montage, Inspiral).
● Imputing vital metrics from preliminary experiments to enable a comparative

'compression on' vs 'compression off' analysis.

3. Real-World Application Deployment:
● Deploying a serverless data analytics application integrated with the ADC

library on a cloud platform (GCP).
● Instrumenting performance monitoring and running load tests to evaluate

efficacy of ADC under operational conditions.

The manual is structured to provide intuitive, step-by-step directions to re-run key
experiments that validate the potential of adaptive data compression in enhancing
inter-function communications and overall performance of serverless applications.

Detailed configuration specifications related to cloud platforms, simulation software, and
sample workloads are presented in their respective sections. The document also covers best
practices in results analysis and visualisation to effectively compare compression enabled vs
disabled scenarios.

.
2 Preliminary Experiment Setup
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The preliminary experiments are focused on using Google Cloud Functions to perform
compression/decompression on synthetic workloads and record key metrics. This section
provides step-by-step guidelines on recreating this experimental setup on Google Cloud
Platform (GCP).

2.1 Prerequisites

● Google Cloud account with billing enabled
● Google Cloud SDK installed on your machine (optional)
● Python 3.9
● Codebase and synthetic payloads archive (available in ICT Solution artefact zip

provided with this manual)

2.2 Setting Up Cloud Storage

The synthetic payload files used in the experiments have been made available in the
'payloads' folder within the code artefacts.

To set up cloud storage:

● Open GCP Console and navigate to Cloud Storage service to create a Cloud Storage
bucket

● Click on the ‘Create Bucket’ button to create a new bucket

● Give a name to your bucket and select a region, preferably closest to your location.
● Set the storage class as ‘Standard’ which is the default option.
● Disable public access prevention for this bucket (optional)
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● Upload all files from the 'payloads' folder provides in the ICT Solution artefact zip to
the newly created bucket

● Note down the name and for this storage bucket as this will be required later.

2.3 Deploying the Cloud Function

● Navigate to Cloud Functions in GCP Console
● Click on the ‘Create Function’ Button

● Select 2nd Gen as Environment, give a name to this function and select ‘allow
unauthenticated invocations’ in the Trigger.

● Next change the Runtime configuration for this function to have 1 CPU and 1 GB
Ram and set timeout to 3600 seconds. These changes are necessary to allow the
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function to have enough compute, memory and time to run and collect the critical
metrics

● Next set the Service Account as ‘Default Compute Service account’ and click next.

● Select python 3.9 as runtime and choose Zip Upload for Source Code. The zip file
containing the source code for this function is available within the ICT Solutions
Artefact zip.

● Change the Entry point from hello_http to ‘process_files’ (this is the name of the
function within main.py)

● Update the bucket name variable within main.py to the name you chose for creating a
bucket in section 2.2 and Click Deploy

● We must now set permissions to allow this function to be invoked by anybody using
its Http Triger URL. To Do this open the cloud shell terminal by clicking its icon on
the top right and paste the following code

gcloud functions add-invoker-policy-binding function-1 \
--region="us-central1" \
--member="allUsers"

2.4 Invoking the Function

● Click on the Http trigger to trigger the function. When the function is finished
executing, The function prints out Compression Factor, Compression Time and
Decompression Time on the browser screen for all payloads within the cloud storage
bucket. These values allow us to determine the critical metrics which are then utilised
in simulation setup
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3. Simulation Setup
This section provides step-by-step configuration of WorkflowSim simulations to evaluate
efficacy of adaptive data compression.

3.1 Installing WorkflowSim

● Download the latest WorkflowSim JAR file (version 1.0 as of writing) from:
https://github.com/WorkflowSim/WorkflowSim-1.0

● More information about installation can be accessed on the same github link
● Create a Java project in your preferred IDE (Eclipse/IntelliJ/NetBeans)
● Add the downloaded workflowsim JAR file to project build path

- In Eclipse: Build Path > Configure Build Path > Add external JARs
● Import WorkflowSim Java packages in your code: - import org.workflowsim.\*

3.2 Implementing the Distinct Planning algorithm

The code for the DistinctPlanningAlgorithm is provided in the WorkflowSim code artefacts.
To implement:

● Navigate to the RandomPlanningAlgorithm Java file in WorkflowSim package:

Sources>org.workflosim.planning>RandomPlaningAlgorithm.java
● Replace the code in this file with the code from DistinctPlanningAlgorithm provided

in ICT Solution Artefact Zip
● Build project

This will override the default random allocation with the new algorithm that allocates each
task to a separate VM to enable data transfer modelling.
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3.3 Configuring Simulation Scenarios

The main simulation code along with pre-configured DAX files for Compression On and Off
scenarios are provided in the ICT Solution Artefact zip

To setup simulations:
● The code for the simulation is contained in WorkflowSimBasicExamlpe1.java

provided within the ICT Solution Artefact ZIP
● Unzip the Montage and Inspiral DAX files for each scenario in a directory.
● Update the daxPath variable to point to correct DAX file path

The DAX files have pre-configured 'size' and 'runtime' attributes based on metrics gathered
during preliminary experiments. This enables modelling compression enabled vs disabled
scenarios. For example,
to setup simulation with Montage_25 workflow in ‘Compression Off’ setting the dax path
variable will look like

and to setup simulation with the same workflow in ‘Compression On’ setting the dax path
variable will be updated to point to the correct DAX XML

Only the daxPath variable needs to be updated to run the simulations. Rest of the code can be
reused as is.
All the workflow DAX XML’s have been provided in the ICT Solutions Artefact zip for both
‘Compression On’ and ‘Compression Off’ settings.

● Define number of VMs and Host’s equals to number of tasks by making changes to
the lines 98 and 194 within the WorkflowSimBasicExample1.java

● Run Simulations and collect metrics from simulation output to calculate Total
Execution Time, Average Task Execution Time, Average task Start Time and Average
Task Finish Time
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4. Real World Application Setup

This section provides steps for deploying the 3-tier serverless application with integrated
adaptive data compression library compression on GCP. The adaptive data compression
library is included in the source zip for each function.

4.1 Setting up GCP Environment
● Create a new project in GCP
● Repeat steps from Section 2 to setup cloud storage bucket, note down the name for

this bucket.
● Upload the test payload provided in the ICT Solution Artefact zip into this storage

bucket

4.2 Deploying Serverless Functions
● Navigate to Cloud Functions in GCP console
● Create 3 separate HTTP triggered functions in a similar manner to Section 2.3
● Upload the function source zip (provided in ICT Solution Artefact Zip) for each

function and assign new invoker binder policy (see section 2.3)
● Edit the Source Code for Function-1 (in main.py) to update the bucket name with test

payload.

● To enable access to google cloud monitoring API (Stackdriver) we must assign the
necessary permissions to our function’s service account. To do this follow these steps

● Go to IAM in google cloud console you will see the list of service accounts
for your project
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● Select the Default Compute Service account and click the pencil icon to edit
roles for this account

● Click on Add Role; then Search for ‘Monitoring Admin’ and click save. This
role gives the service account for our functions the necessary permission to
access Google Cloud Monitoring API.

● Deploy functions

4.3 Configuring Load Generator
● Install Locust on your machine using command. It is recommended to create a virtual

environment first.

● pip install locust

● Copy load test script 'locustfile.py' provided in code artefacts. To enable the
‘Compression On’ scenario, change the value of ‘use_adc’ parameter to ‘True’ at
line:9. Similarly to toggle it off you can change the value of ‘use_adc’ to ‘False

● Start locust load test from terminal/command prompt

locust -f locustfile.py

● Access the Locust web UI to run load tests. A URL will be provided to access the
locust web UI which can be used to change test configuration - users, spawn rate,
duration etc.

● Enter the number of users, spawn rate and host (Function-1 Http trigger Url) to start
the test. The ‘Compression On’ and ‘Compression Off’ scenarios can be set using the
‘use_adc’ variable in ‘locustfile.py’.
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5. Additional Resources

This section contains useful libraries, tools and references utilised in the research experiments
for further reading and troubleshooting.

Cloud Platform:
● Google Cloud Platform: https://cloud.google.com/docs
● Cloud Functions Documentation: https://cloud.google.com/functions/docs

Load Testing:
● Locust: https://locust.io/
● Locust documentation: https://docs.locust.io

Synthetic Payload Generation:
● Faker: https://faker.readthedocs.io/en/master/
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