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1 Introduction

By combining optimizers with Bi-directional LSTM, this paper aims to improve the ac-
curacy and precision of network intrusion detection in edge computing and develop a
setup manual that details the research work done in detail. The primary motivation
behind selecting network intrusion systems as a research topic is to develop a practical
algorithm that can reduce attacker traffic to the lowest feasible level. The goal in this
case was to refine an algorithm to the point where it could handle external attacks with
nearly 99% accuracy. The UNSW-NB15 test data set was used to experiment. There are
approximately 175,341 records in the training set and 82,332 records in the testing data
set. Various attack kinds are captured in these records. The dataset in question is ana-
lyzed using a variety of deep learning models, including LSTM, Bi-LSTM, and Bi-LSTM
with PSO. The most optimal algorithm is determined by comparing all three approaches
based on several criteria, including accuracy and precision.
The report’s remaining sections are arranged as follows: System configuration, which
covers hardware and software requirements, is covered in Section 2, while project imple-
mentation is covered in Section 3.

2 System Configuration

2.1 Software Specification

• Google Colaboratory: Cloud-based Jupyter notebook, Python version 3.10.12
Python Tutorial (n.d.) Radovanovic (2022)

• Email: Gmail account needed for accessing the drive.

• Browser: Any web browser.

2.2 Hardware Requirement

2.2.1 The following hardware was used for the experiment:

• Processor: intel Core i5

• RAM: 16 GB

• System Type: 64-bit operating system
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2.2.2 The bare minimum of hardware needs is:

• Windows: Window 7 or 10

• RAM: 4 GB

• Disk Space: 5GB free disk space

3 Project Implementation

3.1 Environment Setup

Having a Gmail account is a prerequisite to using the Google Collaboration. After cre-
ating an account, follow the instructions below.

Step 1: Navigate to drive to the folder where the ipynp file with the dataset file is
available.
Step 2: Open the notebook file.

Figure 1: Section 3.1,Step1: ipynb file and dataset file in gdrive

Step 3: Connect the file to Google Collaboratory. Click on Run all in runtime. Import
the drive using below code mentioned in the screenshot below.

3.2 Package and Libraries

After the successful mounting of the drive in Google Collab, the following libraries are
imported before continuing with the code implementation. The following is the list of
the needed libraries for execution:

• NumPy: Scientific computing library for handling large, multi-dimensional arrays.

• Pandas: Data manipulation library providing DataFrame structures.

• Pickle: Serialization and deserialization module for Python objects.

• Six: Python 2 and 3 compatibility library.
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Figure 2: Section 3.1,Step3:Mounting Google Drive in Google Collab

• Sys: System-specific parameters and functions.

• Scikit-learn (Sklearn): Machine learning library with various tools for classific-
ation, regression, clustering, etc.

• OS (from os import path): Module for interacting with the operating system.

• Seaborn: Data visualization library based on Matplotlib.

• Plotly: Interactive plotting library for creating interactive, web-based visualiza-
tions.

• Matplotlib: 2D plotting library for Python.

• Scikit-learn Ensemble: Module for building ensemble models.

• Keras: High-level neural networks API.

• TensorFlow: Open-source machine learning framework.

• Adam, SGD, RMSprop: Optimizers for training neural networks.

• Sequential: Linear stack of layers in Keras.

• Conv1D, MaxPooling1D, Flatten, Dense: Layers for building Convolutional
Neural Networks (CNNs).

• Dropout, Activation: Layers for preventing overfitting in neural networks.

• LSTM (Long Short-Term Memory): Recurrent neural network layer for se-
quence prediction.

• Bidirectional: Wrapper for making a RNN layer bidirectional.

• Min-Max Scaler, Standard Scaler: Preprocessing tools for scaling features.

• LabelEncoder: Encoding categorical features as integers.
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• EarlyStopping: Callback for stopping training when a monitored metric has
stopped improving.

• Classification Report, Accuracy Score, Confusion Matrix, Precision-Recall-
Fscore-Support: Metrics for evaluating model performance.

• Pyswarms: Optimization library inspired by swarm intelligence principles.

• IPython Display: Module for displaying rich media representations in IPython.

Figure 3: Section:3.2:Required Libraries

4 Phases

The methodology followed for the implementation of the network intrusion detection al-
gorithm is as follows:-
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4.1 Data Loading

Figure 4, is presenting here how csv dataset is loaded into the pandas’ data frame named
’df’.

Figure 4: Section 4.1: Data Collection

4.2 Dataset Exploration

Figure 5, is presenting the structure of the dataset.

Figure 5: Section 4.2: Defining dataset columns

4.3 Dataset Validation

Figure 6, checks if we have any missing values in the dataframe.
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Figure 6: Section 4.3: Checking up on missing values

4.4 DataFrame Loading and Data Type Segmentation

Figure 7, depicts the type of data stored in each column.

Figure 7: Section 4.4: Type-Based Column Selection

4.5 Data Visualization

Various ways in which data is presented using a plotly library.
Figure 8, showcases the distribution of all types of attacks.
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Figure 8: Section 4.5: attack type percentage

Figure 9, represents a bar chart where the x-axis represents the unique label and the
y-axis represents the count.

Figure 9: Section 4.5: Bar chart presentation for label field

Figure 10, the code creates and displays a histogram using Plotly Express,
visualizing the data distribution of the ’rate’ column in the DataFrame df with a blue
color scheme.

Figure 11, presents state wise count for each sort of attack.

4.6 Data Pre-processing

During this stage, numerical and categorical data were handled. Below are step-by-step
processes for the same:-

• A New frame containing only categorical columns is created.

• Label encoder is applied to transform categorical values(’proto’ and ’state’) into
numerical representation in ’data cat’.

• Generate and visualize the correlation matrix for selected numeric columns.

• Presenting a co-relation matrix of multiple labels.

• Split the data into training and testing sets.
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Figure 10: Section 4.5: Histogram for data distribution of ’rate’ column

Figure 11: Section 4.5: value count of attack cat wise state

Figure 12: Section 4.6: Co-relation matrix of multiple labels
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4.7 Feature Importance

The extra Trees Regressor Model is used here to select the top 25 features and create a
dataset using those features. The code is then one-hot encoding the target variable and
extracting the index of the maximum value to obtain class labels in the original format.

Figure 13: 4.7: Feature Importance

4.8 Comparison of Data Models

Comparison for all the mentioned models is done based on accuracy, confusion matrix,
and classification report.
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4.8.1 LSTM Model

LSTM model is implemented using the Keras library in Python. It is a type of RNN archi-
tecture designed to capture and learn patterns in sequences of data. LSTM is considered
the best model for sequential data.

LSTM model was able to achieve 82% accuracy, after the successful implementation
of the algorithm.

4.8.2 BILSTM Model

The bi-LSTM Model is an extension of the traditional LSTM that processes input se-
quences in both forward and backward directions. This is also implemented using Keras.
BiLSTM model was able to achieve 97% accuracy, after the successful implementation of
the algorithm.

4.8.3 BILSTM with PSO Model

PSO is an optimizer that is integrated with the Bi-LSTM Model to improve performance.
PSO is used as hyperparameter tuning. For PSO, pyswarm library is used. BiLSTM with
PSO model was able to achieve 98 to 99% on optimization in every run.
COMPARING RESULTS ON ALL MODELS - LSTM, Bi-LSTM, Bi-LSTM
with PSO

Table 1: Comparison of Classification Performance for DL Models (LSTM, BiLSTM, and
BiLSTM with PSO)

Model Accuracy wtd. Avg Precision wtd. Avg Recall wtd. Avg F1-Score
LSTM 0.82 0.76 0.82 0.76
BiLSTM 0.97 0.96 0.97 0.96

BiLSTM with PSO 0.98 0.97 0.98 0.97

Python Tutorial (n.d.) Radovanovic (2022)
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