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1 Introduction

The setup process of the research work, utilizing BERT(Bidirectional Encoder Representations from
Transformers)-based semantic modeling and traditional clustering algorithms like KMeans, DBSCAN
and Agglomerative Clustering to enhance MicroElement identification within DNS datasets for
enhanced discovery and reduced latency in Osmotic Computing is discussed in this Configuration
Manual.

2 Prerequisites

1. Amazon Sagemaker

3 Prerequisite Installation

1. Gotothe link https://cloud.ncirl.ie/ with appropriate access.
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https://cloud.ncirl.ie/

2. Click on Amazon Web Services

3. Select Amazon Sagemaker Studio

MFA devices  Sign out

4. Create a Folder Called BERT and add the dataset with the code.

IES Amazon SageMaker Studio File Edit View Run

B aF c

B / BERT Clusterining /

Name Last Modified
FQDN.csv 5 days ago

[™] nlp-based-dns-clustering-bert-m... a day ago




5. The folder FQDN.csv contains the Dataset containing 2000 DNS addresses and their

features.

B / BERT Clusterining / Delimiter

Location 0 Latency

gazetteandh Los Angeles

reddi ngeles
redbuliracing.c 5 7 Sydney
Dublin

Hyderabad

Berlin

Los Angeles

Dubiin

Dublin

slack.com 210.68 Hyderabad
andere 2 Dubiin

cafc.c0.uk Dublin

nationalgeographic
b BB.1E Dublin
watlo 9 Los Angeles

espn.comiracing Hyderabad

4 Running the proposed Code

1. Install all the prerequired packages by running the below part of the code.

pip install tensorflow pandas scikit-learn nltk transformers

tensorflow
:ELLER pd
sklearn.
numpy np
re
unicodedata
nltk
nltk.
tensorflow
tensorflow.

tf

train_test_split

stopwords
keras
- Dense,Dropout, Input, Reshape

tqdm tqdm

pickle
sklearn.
matplotlib.
itertools
sklearn.
tensorflow.
transformers
numpy np
ELEER pd

sklearn
warnings
warnings.

Requirement already
Requirement already
Requirement already
Requirement already
Requirement already
Requirement already
Requirement already
Requirement already
Requirement already
Requirement already
Requirement already
Requirement already
Requirement already
Requirement already

confusion_matrix,fl_score,classification_report
plt

shuffle
regularizers
BertTokenizer, TFBertModel, BertConfig, TFDistilBertModel,DistilBertTokenizer,DistilBertConfig

preprocessing

( ")

satisfied: tensorflow in /opt/conda/lib/python3.7/site-packages (2.11.8)

satisfied: pandas in /opt/conda/lib/python3.7/site-packages (1.3.5)

satisfied: scikit-learn in /opt/conda/lib/python3.7/site-packages (8.22.1)

satisfied: nltk in /opt/conda/lib/python3.7/site-packages (3.8.1)

satisfied: transformers in /opt/conda/lib/python3.7/site-packages (4.30.2)

satisfied: absl-py»>=1.8.8 in /opt/conda/lib/python3.7/site-packages (from tensorflow) (2.6.8)
satisfied: astunparse>=1.6.8 in /opt/conda/lib/python3.7/site-packages (from tensorflow) (1.6.3)
satisfied: flatbuffers>=2.@ in /opt/conda/lib/python3.7/site-packages (from tensorflow) (23.5.26)
satisfied: gast¢=0.4.8,>=0.2.1 in /opt/conda/lib/python3.7/site-packages (from tensorflow) (©.4.8)
satisfied: google-pasta>=@.1.1 in /opt/conda/lib/python3.7/site-packages (from tensorflow) (8.2.8)
satisfied: grpcio<2.8,>=1.24.3 in /opt/conda/lib/python3.7/site-packages (from tensorflow) (1.60.0)
satisfied: h5py>=2.9.@ in /opt/conda/lib/python3.7/site-packages (from tensorflow) (2.10.8)
satisfied: keras<2.12,>=2.11.8 in /opt/conda/lib/python3.7/site-packages (from tensorflow) (2.11.8)
satisfied: libclang>=13.8.@ in /opt/conda/lib/python3.7/site-packages (from tensorflow) (16.8.6)
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2. Preprocess the data in dataset and extract features by running the below part of the
code to implement BERT.

B8 / BERT Clusterining / PU+4GB Cluster Python 3 (

tqdm
BertTokenizer, TFBertModel, TFDistilBertModel,DistilBertTokenizer , RobertaTokenizer, TFRobert

kenizer - BertTokenizer. ( )
bert_model - TFBertModel.

Some weights of the PyTorch model were not used when initializing the TF 2.8 model TFBertModel: ['cls.predictions.trans
form.LayerNorm.bias', 'cls.predictions.transform.dense.bias', 'cls.seq_relationship.bias', 'cls.predictions.transform.L
ayerNorm.weight' Ls.seq_relationship.weight', 'cls.predictions.transform.dense.weight', ‘cls.predictions.bias']

- This IS expected if you are initializing TFBertModel from a PyTorch model trained on another task or with another arc
hitecture (e.g. initializing a TFBertForSequenceClassification model from a BertForPreTraining model).

- This IS NOT expected if you are initializing TFBertModel from a PyTorch model that you expect to be exactly identical
(e.g. initializing a TFBertForSequenceClassification model from a BertForSequenceClassification model).

A1l the weights of TFBertModel were initialized from the PyTorch model.

If your task is similar to the task the model of the checkpoint was trained on, you can already use TFBertModel for pre
dictions without further training.

Stemming - Toekisation - Padding

[§ token):
input_ids-[]
attention_masks-[]
sent tqdm(X):
dbert_inps-token. (strisent),add_special_tokens ,max_length -max_len,pad_to_max_length
input_ids. (dbert_inps[ 1
attenti . (dbert_inps

input_ids (input_ids)
attentio

3. Implement KMeans Clustering by running below code

numpy np
matplotlib.pyplot plt
seaborn sns
sklearn.datasets make_blobs
sklearn.cluster KMeans
sklearn.preprocessing StandardScaler
mpl_toolkits.mplot3d Axes3D

plt.figure(figsize=(
plt.gric )

X = dfop

X = StandardScaler().fi ansform(X)
kmeans KMeans(n_clusters-3, random_state
kmeans_labels - kmeans.fit_predict(X)

plot_clusters(X, kmeans_labels, "K-M
evaluate_clusters(X, kmeans_labels)

4. Implement DBScan Clustering by running below code

plt. (figsize-(20, 10))
plt. ( )
dbscan = DBSCAN(eps-0.03, min_samples=5)

dbscan_labels - dbscan. (X)
plot_clusters(X, dbscan_labels,




5. Implement Agglomerative Clustering by running below code

pill=s (figsize=(20, 10))

el (figsize=(20, 10))
P ( )

agglomerative = AgglomerativeClustering(n_clusters=3)
agglomerative_labels = agglomerative. (X)
plot_clusters(X, agglomerative_labels, )
evaluate_clusters(X, agglomerative_labels)

Video Presentation Link:
https://studentncirl-

my.sharepoint.com/:v:/g/personal/x21228841 student ncirl ie/Ea7J3FiycLtGgCgD6VQ-
FHYBfG2JZU9ESSRNV-iVMC3gSg?e=ybXLEvV
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