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Integrating BERT-Based Feature Extraction with
Traditional Algorithms for Low-Latency DNS

Mappings in Osmotic Computing

Meerath Nida Aman
x21228841

Abstract

This work presents a novel technique to enhance the recognition and classi-
fication of MicroElement (MEL) in Osmotic Technology. The solution integrates
traditional clustering algorithms with state-of-the-art Natural Language Processing
(NLP) techniques to optimize resource utilization and minimize latencies. The sys-
tem utilizes a transformer-based model known as Bidirectional Encoder Represent-
ations from Transformers (BERT) to extract features from DHCP databases. It
then enriches structural components such as hops, latency, and geolocation with
contextual data that is more nuanced. The proposed composite grouping method-
ology seamlessly integrates traditional techniques such as agglomerative clustering
and K-Nearest Neighbours (KNN) with BERT-based semantic modeling. Our ob-
jective is to provide a comprehensive understanding of Fully Qualified Domain
Names (FQDNs), resulting in the implementation of intelligent clustering that is
both semantically and architecturally advanced. The method’s focus on achieving
low-latency Domain Name System (DNS) translations is a noteworthy advance. By
taking into account the inclusion of hops latency and geographical location, this
technique aims to enhance the efficiency of DNS translation in various computa-
tional configurations. The integration of semantic complexity from BERT enhances
the adaptability to evolving computing environments, hence enhancing the overall
efficiency and efficacy of Osmotic Processing. This paper presents a complete ap-
proach that combines state-of-the-art NLP techniques with traditional clustering
algorithms to address the challenges of Osmotic Computing environments. This sig-
nifies a significant advancement in the realm of decentralized computer paradigm.

1 Introduction

Osmotic computing is a framework for distributed computing that uses Micro Elements
(MELs) to make it easy to move and deploy apps across cloud, edge, and IoT nodes. MELs
are small, self-contained services that can be installed and controlled in a transparent way
in multiple software layers. This makes it possible to launch and scale applications in a
way that makes the best use of both performance and resources. The effective translation
and management of FQDNs is important for systems to work more efficiently in the field
of Osmotic Computer Science, where discovering and gathering MELs has become more
important for making the DNS faster and more efficient at sharing resources. In this re-
search a new method that combines cutting-edge NLP techniques, like BERT, with more
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traditional clustering methods, like KNN, DBSCAN (Density-Based Spatial Clustering
of Applications with Noise), and agglomerative clustering is implemented.

This research is based on the need for a new approach that can solve these challenges
that come up in Osmotic Computing settings. The suggested method is unique because
it combines BERT-based feature extraction with well-known clustering algorithms such
as KNN and agglomerative grouping in a way that does not affect the results. This mixed
method uses both architectural classification and semantic feature extraction to get a full
picture of DNS information. The clustering methods create groups with more detailed
features from BERT by taking into account contextual differences between FQDNs and
structural similarities.

The primary objective of this unique combination is to make low-latency DNS trans-
lations easier, which will lower latency and make Osmotic Computing systems more effi-
cient overall. Optimizing resource utilization is very important and by expertly routing
requests to appropriate MELs, we can cut down on latency and improve total resource
efficiency. This would mean that apps will run faster and respond more quickly, espe-
cially those that can use MELs close to users or IoT devices. The decentralized nature of
osmotic computing makes it clear that MELs are not controlled centrally. This highlights
how important it is for users to be able to easily find and use the services they need
for their computing needs. The hops, delay, and geolocation are considered during the
clustering process to make sure that the translations that come out are context-aware
and useful, which fits with Osmotic Computing’s focus on flexibility. The fact that hops,
latency, and geolocation are all taken into account during the clustering process shows
that the algorithm is dedicated to providing minimal latency DNS translations and chan-
ging MEL findings in the context of decentralized computing.

Through a number of different approaches, this paper makes significant additions to
the body of scientific literature. First, it presents a new way to find MEL that uses NLP
and clustering techniques in a way that has never been done before. This new method
looks like it could provide a complete and complex answer to the problems that come up
with identifying MEL in osmotic computing. This study also talks about the creation of
a complex algorithm that uses BERT to get features from DNS records. This algorithm
is meant to improve the accuracy and amount of information gathered from DNS data,
which will help us understand more about MEL characteristics. Lastly, the study adds
to the scientific discussion by using experimental data to carefully evaluate the suggested
method. Looking at how traditional clustering methods and NLP can be used together
in this study is an optimistic approach for pushing osmotic technology forward.

Research Niche: This study is the first to use BERT, a transformer-based method,
to get nuanced data from DNS databases. It introduces an innovative way of approach-
ing Osmotic Computation. This method makes it easier to understand FQDNs in the
Osmotic Computation ecosystem by adding contextual information to common measures
like hops and latency. The study adds to existing clustering methods with the com-
bination of agglomerated clustering and KNN, which would make BERT-based feature
discovery work better. This new combination makes FQDN clustering smarter and more
aware of context by using semantically encoded data from BERT to improve the grouping
process and get better structural insights.

2



Research Question: How can the combination of BERT-based semantic modeling and
traditional clustering algorithms be effectively harnessed to optimize the identification
and clustering of MELs in the context of Osmotic Computing within larger geographical
regions?

2 Related Work

In Osmotic Computing, where the combination of different technologies is changing the
way distributed computing is done, it is necessary to carefully examine the existing literat-
ure. This literature review not only shows how important MEL discovery and organizing
are in Osmotic Computing, but it also takes a close look at the methods and novel pro-
posals proposed by prominent researchers . The primary goal of this literature review
is to look into artificial intelligence (AI), NLP, DNS, and new methods like the Osmotic
Computational Enhanced Domain Name Systems (OCE-DNS) method.

2.1 Tensor-Based Neural Networks in AI for MEL Recognition

Researchers have found that using Tensor-based neural networks as a base for AI in the
discovery of MELs is a big step forward in understanding how AI works at its most basic
level. The paper Abadi et al. (2016) set the stage for neural networks to be used in many
different ways, which makes them a strong tool for solving problems in MEL recognition.
The weakness, though, is that there aren’t any specific examples of how Tensor-based
neural networks help with MEL recognition. It would be helpful for the research if there
were real-life examples of how these networks can be used in Osmotic Computing.

2.2 NLP Approaches for Contextual FQDN Comprehension

Machine learning, or NLP, is the key link between information that computers can un-
derstand and knowledge that people can read. Decentralized representations of concepts
and words Mikolov et al. (2013) and featured clustering techniques for categorizing texts
Dhillon et al. (2003) make it possible for machines to understand and handle text data
well. By using NLP techniques, it becomes easier to understand how domain names fit
into the bigger picture of collecting FQDNs. This makes MEL classification and forecast
more accurate. Because it is close to both end users and tools, fog computing is a key
way to make the best use of computer resources in many situations. The study by Yi
et al. (2015) gives useful details about the ideas, uses, and problems that come up when
designing fog-based computing. This is in line with the flexible and situation-sensitive
approach that was suggested for MEL development. This match shows that MEL the
finding is adaptable and works well in many situations, which is important for improving
Osmosis Computing’s efficiency.

2.3 Big Data Analytics and Machine Learning in Osmotic Com-
putation

The creation of the Osmotic Computational Enhanced Domain Name Systems (OCE-
DNS) method is a key part of this study. It is a big step forward in domain registration
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systems. The Osmotic Computing Consortium (2021) says that the OCE-DNS technique
is a more flexible and situation-aware way to resolve domain names. This plan fits with
the need for smart FQDN grouping. It offers a way to change traditional DNS servers
and lower access time and hop counts, which makes Osmotic Computing work better.
Managing huge amounts of data is always a part of distributed processing. This is where
big data analytics and machine learning meet. The study shows how important it is to
have flexible and effective ways to deal with the large amounts of data that come with
Osmotic Computation. It also looks at how important it is to use big data analysis along
with machine learning techniques Gandomi and Haider (2015). The research by Puthal
et al. (2015) into the features and issues of computing in the cloud highlights the need
for reliable solutions for handling huge amounts of data by revealing potential issues and
growth areas.

2.4 IoT and Fog Computing for Osmotic Efficiency

Because more and more IoT devices are being used in spread-out computer environments,
networking options that work with osmotic computing are needed. A study by Puliafito
et al. (2019) says that fog technology for the IoT helps us understand the issues and
possible solutions in this area. The main goal is to make Osmotic Computing more
useful in a range of changing situations and to make the best use of resources. This is
similar to how fuzzy computing and neural networks work together.

2.5 BERT-Based Feature Extraction in DNS Mapping

Since machine learning, NLP, fog computing, and advanced domain name systems are
all coming together, the way MELs are found and used is changing. These methods
not only solve the problems that come with computer science that is spread out, but
they also open up a completely new, more effective, and adaptable way for the Osmotic
Computation environment to move forward. Combining improved clustering methods
with standard algorithms and BERT-based feature extraction for low-latency DNS maps
is a cutting edge area of research. Because it is flexible and works well, BERT-based
extracted features can be added to traditional clustering methods to make DNS maps
more accurateSu and Su (2023). Barabási and Albert (1999) explanation of network
science ideas helps us understand new patterns of growth in random networks. By using
these new ideas to make clustering methods better, DNS translations in the setting of
Osmotic Computers might become more stable and useful. These methods could be made
bigger and better by adding BERT-based featuresLe et al. (2022). This could help show
complicated patterns in DNS data better and make it easier to tell them apart. The
information-theoretic features clustering method for text categorization by Dhillon et al.
(2003) gives a new way of looking at clustering approaches. Enhanced clustering might
be able to tell the difference between different DNS maps if these methods are combined
with BERT-based extracted features. This would make it better at telling them apart.

2.6 Osmotic Computing Enabled-Domain Name System (OCE-
DNS)

Osmotic Computing Enabled-Domain Name System (OCE-DNS), a geocode-based name
system for osmotic computing, is proposed in this study for better discovery of MELsGalletta
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et al. (2021). OCE-DNS stores geocodes in a distributed RR database and changes the
DNS records on the fly to reflect MEL migration. This lets people across the SDMem
easily and quickly get to MELs and apps.

3 Methodology

To improve MEL recognition in Osmotic Computing, a new method is being sugges-
ted that uses a combination of advanced NLP techniques and well-known clustering al-
gorithms. The first important step in the execution process is to identify features and
prepare the data. It is used here to improve the meaning of FQDNs data using BERT.
BERT’s contextual data collection tools give us a more complete picture of the relation-
ships inside FQDNs, which makes it possible to do more in-depth research later on.

After the feature extraction, BERT creates embeddings that act as enhanced charac-
teristics, which give further clustering process more depthAlaparthi and Mishra (2020).
It carefully combines traditional clustering methods like agglomerative clustering and
KNN, using the improved embeddings to create more intelligent groups of MELs based
on their context. It’s carefully explained why these standard algorithms should be used
based on the job at hand and the results that are wanted for MEL discovery in Osmotic
Computing settings.

In the Design and Specification step, metrics that are important to the MEL recog-
nition goals are set and explained. It goes into great detail about how the experiment
was set up, including the hardware requirements, software dependencies, and settings for
both BERT and the clustering algorithms. In the Implementation and Evaluation stages,
the method is put into action step by step, from feature extraction to clustering, and
then the results are carefully analysed in the results and discussion stage.

The results of this study show how the suggested way makes it much easier to find MELs
in the Osmotic Computing framework. The conclusion talks about the main points of
the study and focuses on what the improved MEL recognition means for the Osmotic
Computing model and what the future scope.

4 Design Specification

In the Figure 1 the high-level architecture diagram represents a complete sequence of data
transformations that are essential for the effective functioning of the system. The process
begins with data loading, wherein the unprocessed data is ingested into the system. After
that, a sequence of intricate steps in data preprocessing are carried out, which include
tasks such as HTML parsing, label encoding, splitting FQDN data, tokenizing, stemming,
and padding. Each of these steps together contribute to refining and structuring the
data in a way that is suitable for analytical processes that follows. A crucial stage in the
architecture involves using the BERT transformer to extract data. BERT, well-known for
its ability in dealing with NLP problems, is used to understand and capture the nuanced
contextual details within the data. In this stage, BERT generates attention masks, which
increase the understanding of the interdependencies within the data. After finishing the
process of data preprocessing and extraction, the architecture focuses on using clustering
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Figure 1: High Level Diagram of Clustering of DNS
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algorithms. These techniques are important in organizing and categorizing data based
on inherent patterns and similarities.

4.1 Bidirectional Encoder Representations Using Transformers

BERT, which stands for ”bidirectional encoder representations using Transformers,” is a
powerful NLP model that can find contextual links in textual data. BERT is used to get
meaningful information from DNS FQDNs, as shown in Figure 1. While most approaches
only look at structural aspects, BERT takes into account the complex relationships that
are stored in the FQDNs. BERT preserves the broader significance of FQDNs even
while using industry-specific jargon or complicated subdivisions. This lets us understand
the semantic makeup of FQDNs better. This better understanding makes it easier to
extract features that can be used in later clustering techniques. This gives the DNS
data a more comprehensive depiction. The ground breaking NLP paradigm BERT can
extract contextual connections from textual data, which is one of its most interesting
featuresAlaparthi and Mishra (2020).

4.2 Clustering techniques

KNN is a flexible clustering technique that is often used to solve architectural issues in
classification. KNN is used with DNS FQDNs to cluster related FQDNs together based
on basic factors such as hops, latency, and locationXu et al. (2011). KNN finds and
clusters certain FQDNs based on how similar they are between network hops or proxim-
ity in space. This technique does a great job of finding the essential similarities between
FQDNs. It then creates coherent groups that show how DNS components are structured
and distributed across the world.

The DBSCAN method is a well-known clustering method that can identify clusters of
different sizes and shapes. DBSCAN is essential for identifying anomalies and confusion
in the DNS data, as these could lead to unusual or possibly dangerous FQDNsCui et al.
(2014). If some FQDNs show strange patterns in regarding connections or latency, DB-
SCAN could identify these strange patterns as cacophony spots. This can help enhance
security protocols in Osmotic Computing settings.

Agglomerated clustering is a hierarchy technique that builds an ordered network of link-
ages by repeatedly merging comparable points of data. When setting up FQDNs of DNS,
clustering by agglomeration is used to show relationships deep inside the data set. Ag-
glomerative aggregation captures hierarchy linkages and subclusters that are present in
certain FQDN groupsMonath et al. (2021). Through this technique, we can better under-
stand how FQDNs are organized by highlighting the links and connections that appear
throughout the DNS information.

Using BERT, KNN, DBSCAN, and agglomerative clustering techniques makes it easier to
look at FQDNs of DNS in greater detail in the context of Osmotic Computing. To quickly
find and cluster MELs, BERT enhances extracted features with knowledge of context,
and algorithms for clustering give hierarchical and topological insights. Together, these
methods enable a complete methodology.
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4.3 Dataset Description

The dataset comprises essential attributes for DNS analysis:

• FQDN: Fully Qualified Domain Name.
• IP: IP address associated with the FQDN.
• Location: Geographic location information.
• Hops: Number of network hops required to reach the destination.
• Latency: Time delay between sending and receiving a response.
• Response Time: Overall response time for the DNS query.

The sample dataset is shown in the Table 1.

Figure 2: Table 1 containing Dataset Attributes

5 Implementation

This implementation uses cutting-edge NLP and machine learning techniques to analyze
DNS data. Utilizing libraries like Transformers and scikit-learn, the script processes
FQDN through advanced methods, including BERT for feature extraction and diverse
clustering approaches. The result is a sophisticated analysis pipeline intended to uncover
meaningful patterns within the DNS dataset.

5.1 Library Imports

The script initiates by importing important libraries including Transformers, NLTK,
TensorFlow, scikit-learn, and NumPy. The fact that these libraries are essential for NLP
and machine learning tasks suggests that the script probably makes use of sophisticated
modelling and processing methods. A lot of NLP tools are in NLTK, and TensorFlow
is a powerful framework for machine learning jobs. Scikit-learn is a versatile library
with many machine learning algorithms, and NumPy provides support for numerical
operations. Putting these libraries together suggests a sophisticated method that uses
advanced tools for complex data handling.
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5.2 Loading DNS Data

The script loads DNS data from a CSV file to a Pandas DataFrame, which is a well-
known Python framework for data manipulation. This dataset is expected to contain
information about FQDN and their associated located. The ’FQDN’ field serves as the
main identifier for future transformations.

5.3 Label Encoding and Column Creation

Once the data is loaded, label encoding is used to turn the descriptive geographical names
into numerical representations. This is very important for machine learning systems
that need numerical input. Based on the ”FQDN” field, two more fields are made:
”FQDN Sentence” and ”Domain.” ’Domain’ gets information about domains, and ’FQDN
Sentence’ gets information about sentences that come from FQDNs. The encoding of
these groups prepares the data for later examination.

5.4 Transfer Learning with BERT

BERT is a transformer-based model that has already been trained and is known for how
well it understands contextual information in natural language. The code uses transfer
learning with BERT. Before the FQDN words can be put into the BERT model, they
need to be tokenized and an attention mask needs to be generated. The code can cor-
rectly gather the subtle connections and meanings in the FQDN data by using BERT.

To use BERT as a feature extraction tool for DNS segmentation in Osmotic Computers,
a number of hyperparameters need to be set that determine how it is structured and
trained. The base is the model design, which has details about the type of BERT variant
(Base, Large, etc.), the number of hidden layers, the focus heads, and the hidden size.
The number of training epochs, batch size, learning rate, and maximum sequence length
are some of the other things that have a significant impact on the model efficiency. those
hyperparameters are standard, the values of the parameters may be different based on
the version of BERT that is being used and how complex the DNS identification job is.
When these hyperparameters are changed to fit the specifics of the dataset, models will be
more accurate and the extraction of attributes from web addresses are done more quickly.

The arrangement of variables of a BERT model are set by the BertConfig class in
Table 2. These variables are contained in the table. In both training and speculation,
each parameter is very important for determining how the model is built and how it
behaves. BertForMaskedLM was chosen because it works well with masked language
modeling problems. In these problems, the model is taught to guess words that are miss-
ing from phrases. Notably, the failure probability for both the concentration probability
and the hidden layers is set on purpose at 0.1. This is done to avoid overfitting during
training. It looks like a focused regularization approach based on the null result, which
means there were no dropouts in the classifier layer. There is also a hidden size of 768
in the configuration. This sets the number of dimensions for internal representations
and requires the GELU activation method for hidden layers. Other important factors
that affect the model’s depth, multi-head attention to oneself, and token processor skills
are the number of focused heads (12), the number of hidden layers (12), and the size
of the vocabulary (30522). Some of the things that affect the structure and training of
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Figure 3: Table 2 containing BERT Hyperparameters

the model are the starting range for the weights, the use of gradient checkpointing, and
a number of factors related to layer normalization and position embedded data. Using
the transformers library version (4.30.2) makes sure that everything is consistent and fits
with the specified architecture. This complete setup gives a way to build a BERT model
for a certain NLP job that takes into account the model’s regularization, design details,
and hyperparameters.

5.5 Clustering Methods

After extracting features with BERT, the script uses clustering methods to group FQDNs
that are similar together. Some of the methods that are used are KMeans, DBSCAN,
and clustering by agglomeration. The elbow method is used to find the best amount of
clusters for KMeans. This gives the clustering process a quantitative basis. The imple-
mentation includes using the KNN method to figure out how distinct or similar points
of data are based on their BERT-derived attributes. For each of its k close neighbors,
the KNN gives the information point to every other class. The parameter k controls how
many neighbors are taken into account during the decision-making process. By com-
paring how similar two or more close data points are, this method can be used to find
clustering in the BERT feature space.

In contrast, Agglomerative Clustering is a hierarchical clustering method that repeatedly
merges clusters based on a linkage criterion after initialising each data point as a separate
cluster. During the merging phase, the script measures the similarity across clusters using
the high-dimensional features produced by BERT in the overall setting of BERT feature
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extraction. The hierarchy in agglomerative clustering depicts clusters in a more organized
way, showing connections between data points and gives in depth understanding of the
underlying trends.

In addition, a technique known as DBSCAN is implemented. DBSCAN is very good
at recognizing different shapes and density of clusters. Based on the attributes that
BERT gives, DBSCAN probably finds areas with a high density of data points to identify
clusters. This method makes clustering more flexible because it does not need the total
amount of categories to be specified in advance. It is also good at finding outliers.

5.6 Evaluation Metrics

The script uses metrics like silhouette scores to judge the strength of clustering. Silhouette
scores tell us how similar an object is to its own cluster compared to other clusters. This
gives us a way to measure how well clusters hold together. These measures help make
sure that the clustering methods used are good at organizing the data.

5.7 Visualization

Scatter plots are used to show the results of the grouping. Scatter plots make it easy to see
how the relationships and groups found in the dataset are connected. This visual review
helps to make sense of the clustering results, which leads to a complete understanding of
the patterns present in the DNS data.

5.8 Recurrent Investigation

The script shows that variables and techniques for grouping are being investigated again
and again. To find the most important clusters in the dataset, this iterative technique
suggests trying out a lot of different parameters and methods. It shows a commitment to
an in-depth analysis that will reveal the deepest patterns and trends in the DNS data.

6 Evaluation

In this Section the results of clustering that was achieved by combining BERT-based
semantic modeling with standard clustering methods are evaluated and discussed. Eval-
uation metrics, like silhouette scores and the elbow method, are used to figure out how
effective the clustering results are and how many clusters should be used. This section’s
objective is to give a thorough look at how well the proposed method improves the find-
ing of MELs, especially within a larger geographical context, and how it helps in the
advancement of Osmotic Computing.

Silhouette analysis is a good way to evaluate the quality of the clusters that a clus-
tering method creates. In Osmotic Computing, domain-related characteristics are first
put through BERT embeddings, which make it possible for further clustering when it
comes to DNS categorization. Following KMeans grouping with the optimal K value
found, the silhouette’s score is produced. Higher scores mean that the groups are deeper
and more distinct. This score indicates degree to which groups are. So, the silhouette
distance calculation gives a number that shows how well the clustering works, which helps
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with the evaluation of the DNS classifying algorithm.

The StandardScaler from scikit-learn is used to make sure that each feature has an aver-
age of 0 and an average variation of 1. Standardization makes all of the traits the same
size so that one does not stand out too much from the others because of differences in
magnitude which is very important while using clustering techniques. The standardized
characteristics are shown on a three-dimensional scatter chart with lines on a grid in
Figure 4. A single point of information from the simulated data set is represented by
each point in the figure. The data is shown spatially because the features are plotted on
the X, Y, and Z planes.

Figure 4: Feature Parametric Visualization across 3 Dimensions

6.1 Experiment 1

The elbow method is a way to determine how many clusters should be in a dataset.
Different values of K , which are the number of clusters, are used to run a clustering
algorithm like KMeans and a measure of clustering quality is calculated for each K. After
the features are extracted using BERT, the KMeans method is used, focusing on K=5
and K=7 clusters (Figure 6 and Figure 7). The elbow method is used to plot the total
squared lengths (inertia) against the total number of groups for different K values as
shown in Figure 5. In this graph, the ”elbow” point where model complexity and clus-
tering efficiency meet is where the ideal K value is. Implementing this approach allows
finding the right number of clusters for further investigation.

The silhouette scores for K=7 are 0.1659 and for K=5, they are 0.1555. A higher silhou-
ette score means that the clusters are more distinct. The values show how closely the
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clusters are interconnected and how distinct they are. The K values of the hyperpara-
meters tell how many clusters to divide the information into. In terms of DNS clustering,
this could be seen as putting FQDNs into different groups based on how similar their
features are, which could mean that they are functionally or geographically close.

Figure 5: KMEANS elbow methods for optimal clusters

Figure 6: KMeans Clusters at K = 5

6.2 Experiment 2

DBSCAN does not need a predetermined number of clusters because it uses density-
connected areas instead. The total silhouette score for DBSCAN shown in Figure 8 is
0.1393, which is about the same as the number for the Agglomerative Clustering of K=5
silhouette score. Clusters are made by DBSCAN based on densely connected areas. Para-
meters like min-samples, which controls the smallest number of points in a neighborhood,
and epsilon, which controls the neighborhood radius, are very important. This method
can be used to find FQDNs that are closely connected to DNS groups, which could point
to places with efficient communication channels and low latency.
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Figure 7: KMeans Clusters at K = 7

Figure 8: DBSCAN Cluster
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6.3 Experiment 3

Using a hierarchical method, agglomerative clustering groups pieces of information to-
gether based on linking techniques. The silhouette scores for the different levels of K -
3, 5, and 2 are 0.2121, 0.1415, and 0.2930, respectively shown in Figure 9, Figure 10 and
Figure 11. Lane is the linking technique that reduces variation within clusters. Notably,
K=2 has the highest silhouette score, which means that the clusters are clear and distinct.
When it comes to DNS aggregation, these clusters could be made up of FQDNs that are
connected in similar ways. This could help lower latency and hop counts so that clients
can communicate more effectively.

Figure 9: Agglomerative Clustering at N = 3

Figure 10: Agglomerative Clustering at N = 5

Comparing the results in experiments 1,2 and 3 for clustering, we see the DBScan
performance has shown severe deterioration while predicting only a single cluster. How-
ever the KMeans and Agglomerative clustering techniques show promising results for
the clustering problem. The Table 4 discusses in detail the hyperparameter’s and the
algorithms in detail.

Table 4 containing the results of all three clustering algorithms, KMeans, Agglomer-
ative, and DBSCAN shows how well each algorithm can reduce communication latency
and increase hop count to make connections between clients faster. Each one has its
own way of splitting the FQDN information into clusters. To understand how these al-
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Figure 11: Agglomerative Clustering at N = 2

gorithms could be used in the setting of worldwide DNS groups for better interaction, it
is important to take a critical look at them and change their hyper parameter settings.

7 Conclusion and Future Work

In conclusion, this research shows how important it is to lower latency and make the
number of hops as small as possible to fasten the communication in Osmotic Computing.
A key part of reaching this goal is finding a link between clustering results and BERT
for transformer-based DNS or FQDNs. As a powerful transformer-based model, BERT is
very helpful for getting out FQDNs and other contextualized text-based data. The qual-
ity of the attributes extracted by BERT determines how well clustering methods work at
grouping FQDNs. This, in turn, is a key factor in reducing latency and finding the best
communication paths.

To answer the research question, the research carefully creates a curated dataset and
uses the BERT Transformer to extract features along with the KNN algorithm to group
them together. Picking this grouping method is very important because it has a big
effect on how FQDNs are put into groups. The resulting silhouette scores show us how
distinct the clusters are. Greater silhouette scores, which signify well defined clusters,
are consistent with the grouping technique’s possible effectiveness in minimizing latency
and maximizing communication paths. Higher silhouette scores mean that the groups
are more clearly defined. The Agglomerative clustering with K=2 has a high silhouette
score of 0.2930, which means that the areas are clear and well-separated. The best way
to communicate might be through these well-organized clusters, especially if they are set
up based on operational or physical closeness.

Lower silhouette scores for Agglomeration with K=5 and KMeans with K=5 mean that
there are fewer clear groups. But the optimization goals depend on how the number of
K is interpreted and the special features of DNS or FQDN data. In some situations,
having more clusters (like K=7 or K=5) might give big differences that can be used to
cut down on latency and find the best transmission paths. The study also acknowledges
DBSCAN’s density-based approach, suggesting that it could be useful for finding places
with a lot of FQDN links. It might help to get lower latency if these dense areas line up
with good communication routes.
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The future of the study into improving MEL recognition in Osmotic Computing is broad,
with many possible ways to keep improving and coming up with new ideas. As more re-
search is done, clustering algorithms could be improved and made more efficient. Other
methods could also be looked at besides the present integration with BERT, such as ad-
vanced NLP models like GPT or RoBERTa. Because Osmotic Computing environments
are always changing, this is an interesting area to study further. Future work should focus
on making the suggested method work with real-time changes in network conditions, re-
source access, and computing settings. Adding edge computing to the framework, looking
into better privacy and security measures, and addressing worries about scalability will
be very important for using it in the real world. In the future, more work might focus
on putting the method to use in real-world large-scale computer situations, working with
partners in the industry to make sure it works. The effects on the user experience, work-
ing together with experts from different fields, and helping with standardization efforts
in the Osmotic Computing group are also important areas to look into in the future.
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