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1 Introduction 
 

This document is a detailed guide that outlines the step-by-step processes, necessary for 

successfully carrying out the research project named "A comparative study on optimized 

machine learning and deep learning models for the detection of electricity theft". The manual 

offers extensive details on the data resources, system requirements, code, and libraries used 

for implementing and evaluating research projects.  

 Section 2 outlines the essential system requirements needed for the research. Section 3 offers 

a comprehensive outline of the data collection method.   Section 4 provides a detailed 

explanation of the step-by-step techniques involved in the data pre-processing process.   The 

fifth section provides a detailed analysis of the procedural processes involved in the 

implementation, as well as the evaluation of various models. The report's conclusion is 

outlined in the last section. 

 

2 System Requirements  
 

This section provides information on the necessary hardware and software requirements for 

executing the project. 

2.1 Specifications for hardware 
 

 
Table1. Specifications of Hardware 

2.2 Specifications for software 
 

The project was executed using Python and the code was created under the Google Colab 

environment to take advantage of the complementary GPU provided. The default GPU of 

Google Colab, a Tesla T4 GPU, is utilized in this project. 
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Fig 1. Necessary Python libraries for model implementation 
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The libraries that were employed for the implementation are depicted in Fig 1. Particle 

Swarm Optimization (PSO) algorithms are implemented using Pyswarms, whereas the 

development of deep learning models is accomplished with Keras and TensorFlow. In 

addition to facilitating the development of machine learning models, scikit-learn (sklearn) is 
employed to partition and pre-process data. Plotly, seaborn, and matplotlib are libraries that 

are employed to visualize data. 

 

3 Data Acquisition 
 
The information required to detect larceny in a smart grid system is gleaned from Mendeley 

data, which is available to the public via their official website. Synthetic data has been 

employed by the author in order to address concerns related to privacy. The dataset consists 

of energy consumption information pertaining to sixteen unique user categories. The initial 
dataset comprises a multitude of energy consumption measurements collected for a variety of 

clients over the course of a year, which includes twelve months. In this dataset, hourly 

observations are documented. The data utilized in this study is predominantly obtained from 

the OEDI platform. 
 

4 Pre-processing of Data 
 

This section encompasses multiple steps pertaining to data pre-processing. The collected data 

undergoes a cleansing process to remove any inconsistencies or inaccuracies. Prior to 

meaningful comparisons across various attributes, the data underwent formatting and 

normalization procedures in order to ensure consistency. 

 

 

 
Fig 2. Performing a null value check and removing any improper values 
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Fig 3. Label encoding from categorical to numerical. 

 

Figure 3 illustrates the label encoding process for two categorical variables, Class, and Theft.  

 

 
Fig 4. Dividing the data to training and testing sets and assessing the data imbalance 

 

The data was partitioned into two segments. The subsequent coding stage utilizes the X_train 

and y_train training sets, as well as the X_test and y_test testing sets. 
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Fig 5. Feature Importance of the model 

 

Feature importance analysis is conducted to assess the influence or significance of various 

features (columns) in a dataset in relation to the target variable.   Gaining insight into the 

elements that have the greatest impact on achieving precise forecasts or classifications is 

beneficial. 

 
 

Fig 6. Feature extraction 

 

Fig 6 clearly demonstrates that the InteriorEquipment:Electricity [kw](hourly) column has the 

most impact on predicting the target. 
 

5 Implementation and Evaluation 
 

This part offers a comprehensive summary of the diverse models employed in this 

study. Advanced machine learning and deep learning techniques were utilized to detect illicit 

activities. There are three ML and two DL models, optimized by PSO, were employed in this 

paper: XGBoost with PSO, Random Forest with PSO, Decision Tree with PSO, CNN with 

PSO and LSTM with PSO. The XGBoost with PSO model achieved the highest accuracy. 

Random Forest with PSO and LSTM with PSO achieved an accuracy of 83% and 82% 

respectively. The Decision Tree Classifier with PSO achieved comparatively poor accuracy 
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which is 67%. The CNN with PSO model performed poorly and only yielded 59% accuracy 

which is the lowest one among all the models. 

 

 

• XGBoost with PSO 
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Figure 7. Construction and assessment of XGBoost with PSO 

 

 

• Random Forest with Particle Swarm Optimization 
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Figure 8. Construction and assessment of Random Forest with PSO 

 

 

• Decision Tree with Particle Swarm Optimization 
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Fig 9. Construction and assessment of Decision Tree with PSO 

 

 

• CNN with Particle Swarm Optimization 
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Fig 10. Construction and assessment of CNN 

 

 

• LSTM with Particle Swarm Optimization 
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Fig 11. Construction and assessment of LSTM 

 

Figure 11 demonstrates that the LSTM with PSO model has an accuracy score of 82%.   

 

After implementation of all the models, it is evident now that XGBoost with PSO is the best 

performing model. 
 

6 Conclusion 
 

The Configuration Manual contains a thorough and detailed overview, presented in a 
sequential manner, of the whole procedure involved in implementing the research project. 

The necessary prerequisites, data preparation, exploratory data analysis, model deployment 

and assessment, are all demonstrated here through the use of snapshots. A comprehensive and 
sequential elucidation of each segment in the paper has been included to assist the reader in 

recreating the procedure. 
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