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functions for the prediction of monetary value in RFM

analysis

Shiva Prasad Aruva
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1 Introduction

This configuration handbook contains Technical specifications and a Description of the
hardware and software utilized in the project for Customer Segmentation. Follow the
guidelines in this manual to reproduce the results and valuation of regressions and loss
functions for the prediction of monetary value in RFM analysis.

2 System Specification

2.1 Hardware Requirements:

Table 1:
Processer Intel CORE i5 x64

RAM 8GB
DISK Storage 1GB Approx

2.2 Software Requirements:

Table 2:

Operating System Windows 11
Programming Language Python version 3.10

Web-Broser Google Chrome
Other Softwares Google Colaborator, Excel

3 Environment Embedding:

3.1 Google Colaborator Setup

This is the initial stage where we Run the Google Colab. With Colab, anyone can
write and run any Python code through a browser, making it particularly useful for data
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analysis, machine learning. And it has default run-time to Python version 3.10.

Figure 1: Google Collaborator

3.2 Data Collection

The information can be found for download in CSV format and is taken from the source:
https://archive.ics.uci.edu/dataset/352/online+retail

3.3 Imported Libraries

These are the list of libraries used for this entire research project 2
3

Figure 2:

3.4 Data Pre-processing

The pre-processed dataset is uploaded to the Google Collab environment.As seen in the
illustration, A selection of the data cleaning procedures is displayed in the figures below
4 , for later usage.
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Figure 3:

The RFM score is computed 5 for every client in the ”retail data” data frame by this
line of code. The reliability, frequency, and monetary worth of a client are measured by
the RFM score.

Figure 4:

3.5 Plotting Elbow meathod

Here We Plot the inertia against the number of clusters is a technique known as the
elbow method 6, which helps determine the ideal number of clusters. The within-cluster
variation is measured by the inertia, which gets smaller as the number of clusters rises.
The elbow’s location on the plot indicates the ideal number of clusters.
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Figure 5:

For k-values between 2 and 40, you are charting the inertia versus the number of
clusters in your code. This is the ideal amount of clusters for your data, as the elbow
seems to be around k=5.

Figure 6:
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3.6 Evaluating the performance

The figure 7 below evaluates the performance of k-means clustering in predicting the
Monetary Value variable.

Figure 7:

4 Performance of various machine learning algorithms

using Loss Functions

Here The performance of various machine learning algorithms 8 is evaluated using the
Loss functions for the negative mean absolute error, negative mean squared error, and
negative median absolute error. In this, we Always consider the Lower values are better
suggested fit for the model.

5 Defining Neural Network For Regression

In this below figure 9 we Define a neural network model for regression and evaluate its
performance using cross-validation.The neural network’s efficiency can be assessed using
the obtained scores.
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Figure 8:

Figure 9:
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