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A systematic evaluation of regressions and loss
functions for the prediction of monetary value in RFM

analysis

Shiva Prasad Aruva
x22115188

Abstract

RFM, which stands for Recency, Frequency, and Monetary value, is one of the
most important methods for market research. It is employed to rank and categorise
customers into segments. The traditional ranking of each variable (R, F, and M) is
a number from one to five, thus resulting in up to 5*5*5=125 potential customer
segments. This research study looks into the reduction of those segments using
k-Means and the usage of these clusters for the prediction of monetary value. We
take the optimal number of customer segments as a feature for regression. The
best loss function and boosting algorithm for the prediction of monetary value is
presented. Overall, we show that Extra Trees regression with negative median
absolute error loss is the best combination for the prediction of monetary value.
By identifying significant trends and distinctive client segments based on their
purchase behaviour, the study intends to support targeted marketing initiatives
and individualized customer engagement. The suggested approach makes use of
the RFM analysis to determine customer scores, then applies the elbow method
using k-means clustering to obtain the optimal number of customer clusters, and
then use those clusters as a novel feature for the prediction of monetary value.
We will show how the monetary value predictions can offer e-commerce enterprises
useful insights. Our initial exploration shows encouraging results for the prediction
of monetary value using the described methodology.

1 Introduction

The RFM model, which stands for Recency, Frequency, and Monetary Value, is a data-
driven technique used by businesses to analyse and categorize their customers based on
their purchasing behaviour Liao et al. (2022). It has evolved over decades, adapting to
changing business landscapes and technological advancements. This section provides an
extensive historical account of the RFM model, its origins, development, and its present-
day significance.

Moreover, the origins of the RFM model can be found in the middle of the 20th cen-
tury, at which point direct marketing began to become more and more popular Yavari
et al. (2013).Mail-order companies had a big problem in the beginning: sorting through
long lists of potential clients to find actual ones. The people who were most likely to react
to their marketing efforts needed to be identified in a methodical manner by marketers.
Sorting manually by purchase date was one of the first techniques used. The idea was
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simple: new offers were more likely to be accepted by recent customers Alizadeh Moghad-
dam et al. (2018).

This strategy developed into a systematic methodology that included both frequency
and monetary value over time. In this case, the ”R” in RFM stands for recency, signi-
fying the recentness of a customer’s purchase or interaction with a business. Recency in
customer analysis started with the discovery that customers were more likely to respond
to marketing campaigns if they had interacted with a business recently. To effectively
tailor marketing efforts, businesses initially concentrated on classifying customers into
segments based on their recent purchases. The term ”frequency” in RFM refers to how
often a customer has interacted with the company over a given period of time. It became
clear that regular buyers were more devoted to the company and thus more valuable

Meaning of RFM

Before proceeding any further, it is important to formally introduce the concepts that
will be used throughout the report.

✓ Recency (R): Recency is a crucial factor in understanding customer behaviour. It
signifies the time that has elapsed since a customer’s last interaction or purchase.
Customers who have engaged recently are often considered more relevant and en-
gaged. For instance, a customer who made a purchase in the last week is viewed
as more likely to make another purchase compared to a customer who last made
a purchase several months ago. Analysing recency helps in identifying customers
who might require re-engagement strategies or targeted promotions.

✓ Frequency (F): Frequency refers to how often a customer engages with or pur-
chases from the business within a specific period. Customers who make frequent
purchases are often seen as loyal customers and are more likely to continue their
engagement with the brand. Analyzing frequency helps in understanding customer
loyalty and devising strategies to encourage repeat purchases. For instance, a cus-
tomer who buys from an online store multiple times a month is considered a high-
frequency customer.

✓ Monetary Value (M): Monetary Value represents the total amount of money a
customer has spent on purchases. Customers who spend more are generally more
profitable for the business. Analysing monetary value helps businesses segment cus-
tomers based on their spending capacity and tailor marketing efforts accordingly.
For instance, high monetary value customers may be targeted with premium offers
or exclusive deals. Understanding customer behaviour through the RFM model
involves combining these three components to segment customers effectively. For
example, a customer who has recently made frequent purchases with high monetary
value is a highly valuable customer and should be retained and nurtured. On the
other hand, a customer who hasn’t engaged for a while, makes infrequent purchases,
and has a low monetary value might be at risk of churning. Analysing these seg-
ments helps businesses develop targeted strategies, such as offering exclusive deals
to retain valuable customers or re-engaging at-risk customers with special promo-
tions According to Huang et al. (2020), in summary, the RFM model offers an
organized method for analyzing consumer behavior and grouping them into relev-
ant customer segments based on their transactional activities. These segments can
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then be utilized to customize marketing campaigns, allocate resources optimally,
and raise customer satisfaction levels, all of which will eventually improve business
performance and foster sustainable growth.

Consequently, companies began to view frequency as an important component of cus-
tomer segmentation. The ”M” in RFM stands for monetary value, which is the total
amount of money a customer has spent on purchases over a specific time period. Accord-
ing to Khajvand et al. (2011). knowing the monetarily valued transactions of a customer
can provide valuable information about their purchasing power and overall revenue contri-
bution. This feature quickly evolved into a crucial component of customer segmentation.
The digital transformation of the RFM model occurred with the introduction of com-
puters and sophisticated data analytics. Large volumes of consumer data could now be
processed by businesses effectively, allowing for more accurate and sophisticated RFM
analysis. Furthermore, the model was further improved by integrating machine learn-
ing and predictive analytics, which made it possible to predict future customer behavior
and monetary value with accuracy. Furthermore, by utilizing sophisticated algorithms,
artificial intelligence, and big data analytics, the RFM model Dogan et al. (2018) has
continued to develop in recent years. It continues to be a vital tool for companies look-
ing to boost revenue growth, improve customer engagement, and optimize marketing
strategies. Increasing comprehension and anticipating consumer behavior is essential to
modern business strategies. It gives companies the ability to break down and examine
customer interactions, providing insightful data about customer involvement and pos-
sible financial contributions. The ”Monetary Value” component of the RFM model is
of particular interest. This element represents the cost incurred by a client, indicating
their purchasing power and monetary contribution to the company. Precise estimation
of this financial worth is crucial since it allows companies to customize their market-
ing strategies, maximize resource distribution, and enrich customer connections Christy
et al. (2021).

This study initiates a methodical assessment of regression methodologies to precisely
predict monetary value within the RFM framework. Regression, a foundational tool in
predictive analysis, strives to establish a correlation between independent variables (like
recency and frequency) and the dependent variable (monetary value). Our comprehensive
assessment aims to pinpoint the most efficient regression methodologies for this precise
prediction objective. RFM, which stands for Recency, Frequency, and Monetary Value,
is a fundamental framework in the realm of customer-centric analytics and marketing.

The process entails assessing and comprehending consumer behavior based on three
crucial factors: the frequency and recency of a customer’s purchases, as well as their
spending amount (monetary value). Haiying and Yu (2010) In order to improve customer
relationships, optimize profits, and simplify marketing strategies, businesses can make
well-informed decisions by using the RFM model to understand the dynamics of their
customer base.

The RFM (Recency, Frequency, Monetary Value) model has completely changed how
companies handle segmenting and customer analysis. It is a strategic framework that
aids in the effective understanding and use of customer transaction data by organizations.
The RFM model classifies customers into segments that can guide targeted marketing
and operational strategies by analyzing the time since a customer’s last purchase, how
frequently they make purchases, and the monetary value of those transactions. Customer
segmentation is one of the RFM model’s main applications. Businesses can categorize
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their consumer base into segments that reflect their purchasing patterns by allocating
numerical scores based on factors like frequency, recency, and monetary value.

Marketing initiatives can be focused on specific customer segments, like ”at-risk cus-
tomers” or ”high-value customers. For instance, in order to keep their loyalty, high-value
clients might get special offers, and in order to keep at-risk customers from leaving, re-
engagement campaigns could be directed towards them. Moreover, RFM analysis can
motivate targeted marketing campaigns. Marketing messages that resonate with custom-
ers can be more effectively tailored when one is aware of their purchasing behavior. To
increase the chance of conversion, a customer who regularly purchases a certain product,
for example, might get tailored promotions about it. Furthermore, customer life-cycle
management is facilitated by the RFM model. It aids companies in determining a cus-
tomer’s current position in their brand journey. A long-term, high-value customer may
receive different nurturing than a new one. Tailoring strategies to each stage of the
customer life cycle can maximize revenue generation and customer satisfaction. Further-
more, the RFM model is an effective instrument for forecasting future consumer behavior.
Businesses can forecast potential future purchases from a customer by looking at past
recency, frequency, and monetary value.Planning marketing strategies, managing invent-
ories, and estimating demand are all made easier by this predictive power Sun and Meng
(2022).

All things considered, the RFM model is a flexible and strong instrument that helps
companies comprehend, classify, and interact with their clientele. It converts transac-
tional data into meaningful insights that businesses can use to improve customer ex-
periences, make data-driven decisions, and spur growth and profitability in a cutthroat
industry.

The RFM (Recency, Frequency, Monetary Value) model is extremely significant when
it comes to customer relationship management and marketing. It is a pillar for com-
panies trying to understand and maximize their consumer interactions. Businesses can
customize their strategies to increase customer satisfaction and retention while also op-
timizing sales and revenue by utilizing the RFM model. The RFM model, first and
foremost, offers a methodical approach to customer segmentation. It enables companies
to group their clientele according to the frequency, recentness, and monetary amount of
their transactions. Hu et al. (2020).

Through this segmentation, companies can discern different customer segments, each
requiring distinct marketing strategies. For example, a “high-value” customer may war-
rant personalized attention and exclusive offers to maintain their loyalty, while a “poten-
tial loyalist” might need targeted campaigns to encourage repeated purchases. Further-
more, the RFM model aids in resource allocation and optimization. By identifying high-
value customers and understanding their purchasing patterns, businesses can direct their
resources, such as marketing budgets and promotional activities, towards retaining and
satisfying these valuable customers. This targeted approach ensures that resources are ef-
ficiently utilized to yield the highest possible return on investment. Predictive Analytics,
powered by the RFM model, is another crucial aspect. It enables businesses to forecast
future customer Behaviour based on historical purchasing data Jianping (2011). Com-
prehending a client’s prospective future purchases enables proactive tactics, like tailored
product suggestions or well-timed promotions. This proactive strategy improves client
satisfaction and sales by increasing customer engagement. Furthermore, the customer
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life-cycle benefits greatly from the RFM model. It helps to determine a customer’s cur-
rent position in their relationship with the brand. Various phases of the customer life
cycle necessitate customized methods, and the RFM model assists in efficiently modify-
ing tactics to fit each phase, fostering connections and promoting sustained allegiance
Sheshasaayee and Logeshwari (2018)

Essentially, the RFM model is a strategic asset for modern businesses rather than
just a tool. It gives businesses the ability to better understand the nuances of consumer
behavior, maximize marketing initiatives, enhance customer satisfaction, and eventually
increase profitability. Its importance stems from its capacity to convert data into useful
insights, which makes it a vital instrument for companies aiming to prosper in the cut-
throat marketplaces of today.

Data collection is the systematic process of gathering, measuring, and recording in-
formation to understand a specific phenomenon or answer research questions. It involves
using various methods like surveys, interviews, observations, or existing records to collect
relevant data. The collected data is then analysed to derive insights, identify patterns,
and make informed decisions. Maintaining the quality and validity of the findings de-
pends on ensuring the data is handled ethically, reliably, and accurately throughout the
collection process Hu et al. (2020). Hu et al. (2020).Further Data analysis involves
examining, cleaning, transforming, and interpreting data to extract valuable insights and
inform decision-making. It encompasses methods to uncover patterns, trends, and rela-
tionships within the data, enabling a deeper understanding of the subject being studied.
Through statistical techniques, visualization, and interpretation, data analysis provides a
foundation for evidence-based decision-making in various fields, aiding in problem-solving,
strategy development, and optimizing outcomes. Moreover RFM analysis is a technique
used by businesses to segment and understand their customers based on three key dimen-
sions: Recency (last purchase), Frequency (number of purchases), and Monetary Value
(total spending). By assigning scores and categorizing customers into segments based on
these dimensions, businesses gain insights into customer behavior and preferences Zong
and Xing (2021).

It evaluates three key aspects: recency of the last purchase, frequency of purchases,
and the monetary value of those purchases. Customers are segmented based on these
factors to identify their engagement levels and potential value. The model helps busi-
nesses target specific customer segments with tailored strategies, improving marketing
efficiency Wei et al. (2010). Recency signifies how recently a customer made a purchase,
frequency measures the purchase repetition, and monetary value gauges the amount spent,
collectively offering insights into customer preferences and profitability. Next, RFM data
consists of three components: Recency, Frequency, and Monetary Value, essential in cus-
tomer analytics. Recency indicates how recently a customer made a purchase, reflecting
their engagement Cheng and Chen (2009).

Frequency signifies how often a customer makes purchases, indicating loyalty. Mon-
etary Value represents the total spending by a customer, reflecting their financial con-
tribution. Collectively, these components help categorize customers into segments based
on their purchasing behavior. This segmentation allows businesses to tailor marketing
and operational strategies to maximize customer engagement and revenue generation.
RFM data is crucial for customer-centric decision-making and efficient resource alloca-
tion. Again, In a predictive modeling context, features refer to the input variables or
attributes used to make predictions. These are the measurable characteristics that help
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in understanding and predicting the target variable Shirole and Saraswati (2021). The
target variable, on the other hand, is the variable being predicted or estimated based on
the features. The goal of the model is to learn patterns and relationships within the fea-
tures to accurately predict the target variable. Features provide the basis for prediction,
while the target variable is what the model aims to predict or explain using these features.

Additionally A statistical method for comprehending and measuring the relationship
between one or more independent variables and a dependent variable is a regression model.
It seeks to identify the curve or line that best captures this relationship. Based on the
supplied independent variables, the model forecasts the value of the dependent variable.
It facilitates comprehension of the effects of modifications to the independent variables
on the dependent variable. In many disciplines, including economics, finance, psychology,
and more, regression models are used to predict, forecast, and comprehend the causal re-
lationship between variables. The model’s goal is to minimize the difference between the
predicted values and the actual observed values of the dependent variable Chui-Yu Chiu
and Kuo (2009).Moreover Monetary prediction involves forecasting or estimating future
monetary values based on historical data, trends, and relevant factors. It utilizes statist-
ical methods, machine learning algorithms, or financial models to analyze patterns and
behaviors related to financial transactions, investments, or economic indicators Dogan
et al. (2018). The goal is to provide insights into potential financial outcomes, help-
ing individuals, businesses, or organizations make informed decisions regarding budget-
ing, investment strategies, resource allocation, or financial planning. Accurate monetary
prediction is crucial for effective financial management, risk assessment, and achieving
financial goals. It empowers stakeholders to navigate financial landscapes with more con-
fidence and optimize their financial resources Dogan et al. (2018).

In the world of modern business, especially in the ever-changing domains of e-commerce
and retail, there is a complex problem coupled with a significant opportunity. The iden-
tification of consumer bias and inclinations lies at the core of this problem, making it
a crucial endeavor in the modern era given the abundance of data available to us. The
Recency, Frequency, Monetary (RFM) analysis framework, which dates back to its incep-
tion, has become a fundamental concept for defining customer segments based on past
purchasing patterns. Predicting Monetary Value, or ”M” in RFM, becomes crucial in
this framework. The veracious prediction of a customer’s forthcoming financial engage-
ments ineluctably underpins the capacity of enterprises to fine-tune marketing strategies,
personalize customer experiences, and ultimately engender revenue escalation.

With methodical determination, this report sets out to investigate regression tech-
niques and their applicability in the foresightful estimation of Monetary Value, a funda-
mental concern that permeates the retail and e-commerce industries. In fact, Monetary
Value—which represents total financial patronage—bears a powerful testimony to the
financial inclinations of a particular customer.

Our expedition herein is dedicated to the discernment of its intricacies, as deciphered
through the prism of regression models. Among these techniques, Hist Gradient Boosting
Machine (GBM) neural network emerges as a noteworthy player. It excels in capturing
intricate patterns within data and has demonstrated remarkable performance in a diverse
array of applications. In this report, we embark on a systematic evaluation of Hist GBM
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neural network within the context of RFM analysis to ascertain its efficacy in predicting
Monetary Value.

As we proceed, it is critical that we comprehend the profound effects that precise
monetary value prediction can have on the e-commerce environment. Our goal in pro-
ducing this report is to bring regression modeling and RFM analysis together to redefine
customer engagement and revenue actualization in the context of e-commerce.

1.1 Research Gap

A number of original ideas can be explored, for instance the use of deep neural networks
for the prediction of monetary value. Moreover, the prediction can be made more accur-
ate by incorportating the optimal number of customer segments. Deep neural networks
and other advanced regression techniques were used to automatically learn intricate pat-
terns and representations within the data, especially in cases where traditional feature
engineering methods may fall short. The inclusion of additional features is expected to
improve the predictive power of your models as well. We included the optimal assignment
of customer segments as an input feature for regressions. Machine learning algorithms,
such as regression or gradient boosting, can leverage these features to discover non-linear
relationships and interactions that might not be captured by RFM scores alone. This
can lead to more accurate monetary value predictions.

1.2 Research question

This research project aims to compare unsupervised clustering algorithms for RFM seg-
mentation and explore how machine learning algorithms can be effectively harnessed to
comprehend diverse customer types and their behaviors within the e-commerce landscape.

Traditionally, market analysts use R and F to predict monetary value (M); however
we could also use the optimal cluster assignment for the prediction of M. The central
research questions are framed as follows:

1. How do you obtain and use the optimal number of customer segments in the pre-
diction of monetary value?

2. What numerical algorithm give us the best prediction of monetary value?

1.3 Research objectives

In this thesis, the optimal cluster assignment, obtained through k-Means and elbow
method, will be included as a feature for the prediction of monetary value using boosting
methods. In order to address the research questions, we have to follow a number of steps:

1. Prepare a dataset to calculate RFM: RFM ranks customers in three categories, the
R(Recency), F(Frequency) and M(Monetary value). Each category has a number
of levels, typically 1 to 5, so each customer belongs to one of the 125 segments.

2. Find the optimal number of customer segments using k-Means: Market analysts
normally focus on a few segments that can help optimize marketing strategies and
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drive business growth. The specific segments they seek to identify may vary de-
pending on the goals of the analysis and the nature of the business. Include this
cluster assignment for the numerical prediction of monetary value.

3. Prepare algorithms to predict monetary value: several algorithms were employed,
including regressions, boosting, and neural networks.

We choose to use R and F for clustering; however, other features could be incorporated,
such as demographic data or behavioural data to enrich the clustering analysis.

2 Related Work

2.1 Diverse Customer Segmentation Approaches

As the title suggests, An Innovative Approach to Multi-criteria Market Segmentation
presents a segmentation algorithm based on Multiple, competing goals López and Chavira
(2019). It divides markets by employing pairwise assessments of numerous criteria to pin-
point unique customer segments. This method provides a thorough grasp of customer
preferences, which proves advantageous for honing marketing strategies and elevating
customer contentment. Furthermore, the paper showcases the practical use of this ap-
proach through a case study, underlining its adaptability and usefulness in intricate and
ever-changing market environments. Another paper introduces a customer segmentation
model that places a strong emphasis on the value contributed by various customer seg-
ments Cuadros and Domı́nguez (2014). It underscores the significance of comprehending
customer value generation as a foundation for devising successful marketing strategies.
Furthermore, the paper delves into how this model can assist businesses in customizing
their marketing strategies to optimize customer value, ultimately leading to improved
overall performance and higher customer satisfaction.

2.2 Customer Churn Prediction

In Machine learning algorithms have also been applied to forecast customer attrition in
recent studies. For Example a recent paper de Lima Lemos et al. (2022) used transaction
history and customer support contacts to predict customer attrition using a random
forest method. The results showed that higher churn rates were associated with customer
complaints and service delays. This suggests that resolving customer complaints can lower
attrition and raise satisfaction.

2.3 Targeted Marketing and Purchase Intent Prediction

Another interesting paper Bulut (2014) utilizes latent topic models to forecast user conver-
sions by uncovering the underlying themes within user queries and ad content. According
to the research, this method performs better than conventional models at differentiating
between ad clicks that convert well and those that don’t, giving advertisers a more effi-
cient way to allocate resources and optimize their campaigns. The study emphasizes how
latent topic modeling can help advertisers make better decisions to improve their search
advertising performance by improving predictions for ad click conversions
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2.4 The Role of Conventional Statistical Approaches

A recent paper Rajula et al. (2020) examined the benefits and drawbacks of traditional
machine learning and statistical techniques in the medical domain. It looks into how well
they work in different areas of medicine, such as treatment, medication development,
and diagnosis. The study helps determine which approach is best for a given medical
application by highlighting the advantages and disadvantages of both through a compar-
ative analysis. This study adds to our understanding of the rapidly changing landscape
of machine learning in healthcare by offering insightful information about how it might
be used to advance diagnosis, treatment plans, medication development, and medical
decision-making. They studied customer attrition in a telecom company and contrasted
the precision of traditional statistical models with machine learning algorithms. The res-
ults made clear how important it is to combine the two methods in order to comprehend
customer behavior better.

2.5 Innovative Approaches: Deep Clustering and Tailored Pri-
cing

This paper Yao et al. (2023) presented a novel baseline technique for deep clustering,
called Multi-CC: A Fresh Benchmark for Enhanced Deep Clustering, with an emphasis
on improving speed and performance. Known as Multi-CC, this method advances the
field by providing faster and more accurate clustering, thus enhancing the potential of
deep learning models in this situation. A novel technique for clustering time series data
is introduced in another fascinating paper by Eid et al. (2021), titled ”Novel Deep
Clustering Technique and Indicator for Soft Partitioning of Time Series Data.” This
method uses a special soft partitioning indicator to improve the accuracy of time series
data clustering. It has numerous applications in the fields of environmental monitoring,
healthcare, and finance.

2.6 Churn Prediction Estimation

This study looks into the prediction of customer churn. A fundamental machine learning
task, Malyar et al. (2020), is becoming more and more important as companies gather
more and more customer data. Businesses can create customized pricing strategies to
retain customers by using this data to develop models that predict customer churn. The
study looks at churn prediction methods that are currently in use, presents a method to
figure out churn periods, and chooses the best data labeling strategy for binary classific-
ation. In practice, the Prozorro dataset is used. Presumably, the dataset was obtained
through a collaboration or agreement with the Prozorro system and is not available to
the general public. However, the results use ensemble tree methods (Random Forest,
XGBoost, LightGBM) and provide access to additional datasets for customer churn pre-
diction, such as the Telco Customer Churn dataset on Kaggle Platform. 1 One of the
many contemporary applications is customer churn prediction, which calls for a specialist
in the field to have knowledge of mathematics, machine learning, and problem formula-
tion.

1https://www.kaggle.com/datasets/blastchar/telco-customer-churn
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2.7 Machine Learning Models for Customer Relationship Man-
agement

This paper examines Goel and Kalotra (2022).that Leveraging Machine Learning in Cus-
tomer Relationship Management (CRM) that has the potential to revolutionize today’s
business landscape. This study investigates consumer perceptions and satisfaction levels
regarding CRM practices in financial institutions, identifying opportunities for enhanced
customer satisfaction. Recognizing customers as a vital business asset, firms allocate
substantial resources to marketing for customer expansion. Various supervised and unsu-
pervised machine learning techniques are employed to enhance the customer experience
and business profitability. This paper reviews CRM literature, focusing on machine learn-
ing for customer identification, attraction, retention, and development. Computational
statistics and machine learning closely align, facilitating data-driven CRM strategies that
utilize tabulation and other methods to visualize data and relationships.

2.8 Predicting Customer Behavior in Support Channels Using
Machine Learning

The reported paper has been explained about enhancing customer satisfaction through
consistent support channels is crucial as customer expectations for prompt issue resol-
ution have risen significantly Begović et al. (2023). This research focuses on applying
data research and machine learning techniques to predict customer behavior in support
channels. Using historical service data, classification algorithms are employed to predict
customer patience levels during support interactions, aiming to optimize support center
management

2.9 Prediction and Analysis of Customer Churn

The reported work explain about In the context of China’s expanding automobile market,
this study emphasizes the importance of using customer consumption data for tailored
retention efforts Zhang et al. (2023). Analyzing an open dataset of auto dealer customer
churn, it employs data analysis, visualization, and various sampling techniques to address
sample imbalance. Machine learning models like XGBoost are used to predict and identify
lost customers effectively, achieving high Recall (0.926) and AUC (0.842) values, aiding
in customized retention measures for automotive enterprises.

2.10 Credit Risk Prediction

The paper had been explained about credit scoring is vital for loan institutions to assess
customer repayment capability Li (2019). This study employs the XGBoost algorithm
to distinguish between good and bad customers. Comparing it with logistic regression,
the research demonstrates that XGBoost significantly outperforms it in identifying non-
repaying customers, showcasing its superior performance.
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2.11 Prediction and Analysis of Customer Churn of Automobile
Dealers

In the rapidly growing Chinese automobile market, this research Zhang et al. (2023) un-
derscores the importance of leveraging customer consumption data for tailored retention
strategies. It analyzes an open dataset of auto dealer customer churn from a business
intelligence perspective. Employing data analysis, visualization, and various sampling
techniques to address sample imbalance, the study employs machine learning models like
XGBoost and AdaBoost. The results highlight XGBoost as the optimal predictive model,
achieving high Recall (0.926) and AUC (0.842) values. This aids in effectively identifying
lost customers and enabling customized retention measures for automotive enterprises.

2.12 Predicting Customer Behavior in Support Channels

In this paper Begović et al. (2023), support channels offer a distinct opportunity to en-
hance customer satisfaction through consistent issue resolution. Recent surveys reveal
heightened customer expectations for swift support services, contrasting with earlier,
more patient attitudes. To meet these demands, support channels must deliver excep-
tional service, demonstrating respect for customer time and choices. This research focuses
on applying data research techniques and machine learning to predict customer behavior
in support channels, using historical service data and classification algorithms to forecast
customer patience during service interactions.

2.13 Customer Churn Prediction in Bank Based on Different
Machine Learning Models

This Reserch paper Li and Chen (2022) has been explained about amidst intense com-
petition in the banking sector due to the rise of internet finance, customer retention
has become a top priority. This paper utilizes an open dataset to perform descriptive
statistical analysis on various features. Logistic, Random Forest, and Support Vector Ma-
chine (SVM) models are applied to predict customer churn, with evaluation metrics like
AUC curves, Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Mean
Squared Error (MSE). SVM emerges as the best-performing model, offering suggestions
for banks based on feature importance and descriptive statistics to enhance customer
retention.

2.14 Customer Behavior Prediction using Deep Learning Tech-
niques

In this paper, Nisha and Singh (2023), enhancing e-commerce success requires a deeper
understanding of customer behavior online. Previous research has mostly focused on
purchase intent using sales rank as a proxy, but translating intent into action isn’t guar-
anteed. This study analyzes over 50,000 web sessions to predict online shopper actions,
highlighting platform engagement and customer characteristics as key predictors. Deep
learning outperformed traditional supervised methods like Decision Trees, Support Vector
Machines, Random Forests, and ANNs, providing valuable insights for platform develop-
ment and contributing to e-commerce forecasting literature.
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2.15 A Meta-learning based Stacked Regression Approach for
Customer Lifetime Value Prediction

The Work in this paper Gadgil et al. (2023) focuses on Modern deep learning approaches,
such as gradient boosting machines and extreme gradient boosting, are incorporated
into this research to investigate customer lifetime value, which is evaluated using an
online shopping dataset and a meta-learning on stacked regression model to illustrate its
capacity. The techniques used in this work include the Time Series Regression Problem,
which brings a set of basic models like Random Forest, XGBoost, etc., using a stacking-
based approach. The input feature set was used to train each of these models. To create
the final estimate, the predictions from these models are then combined with the original
inputs into a meta-model, such as a linear regression.” ”A little lower RMSE and MAE
were produced by the Stacked Regressor (proposed model), indicating a lower likelihood
for company losses.

2.16 Customer Shopping Pattern Prediction: A RNNApproach

In this research work Salehinejad and Rahnamayan (2016) The application of deep learn-
ing, recurrent neural networks, recency frequency monetary modeling (RFM), recom-
mender systems, and shopping patterns to predict customer behavior is addressed. A
Recurrent neural networks (RNNs) were utilized in the study to support a customer
shopping pattern model based on client loyalty number (CLN), recency, frequency, and
monetary (RFM) variables. The experiment’s findings revealed the effectiveness of RNNs
in predicting customers’ RFM values, and it was suggested that this concept could be used
later on by recommender systems for managing reward schemes and special promotional
offers.

2.17 Air Pollution Comparison RFM Model Using Machine
Learning Approach

This Research Mohammad and Kashem (2022) Mainly focuses on Air-pollution Com-
parison RFM Model Using Machine learning With Specific Implementation of K means
clustering and the elbow method Approach. This paper includes the air pollution data in
Urban areas in clustering Values. The methods in this paper included the RFM With Air
pollution clinical data and outcomes Data Pre-processing, Excuting RFM Values With
Air Quality, Cluster declaration Improving efficiency with k-means applying the elbow
method for obtaining K values with an optimal solution.

The form has not achieved well with the clusters of various volumes and different
quantities. The Limitation gaps in this research can focus on developing different clus-
tering algorithms with an air pollution prediction model.

3 Methodology

The methodological steps followed in the present research report are described below:
Goal and Application Understanding -is the first step in KDD, 1and prior knowledge

of the subject matter is necessary. The decision regarding the use of the data mining-
generated patterns and modified data is made here, and this is a crucial assumption that,
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if not made appropriately, might result in inaccurate interpretations and unfavorable out-
comes for the user.

Figure 1: KDD process
Fayyad et al. (1996)

3.1 Knowledge Discovery in Databases (KDD)

• Data Collection – Relevant customer data was collected from e-commerce plat-
forms or databases. The dataset used included the following attributes: invoice
number, stock code, description, quantity, invoice date, unit price, customer ID,
and country.

• Data Integration – Data from various sources of heterogeneous data is combined
into a single source through the process of data integration. The acquired data
is selected and grouped into relevant clusters based on the quantity, quality, and
significance of its accessibility. These characteristics are essential for data mining
because they form the foundation of data mining and influence the types of data
models that are produced. Data integration is accomplished using data synchron-
ization and migration technologies, as well as the ETL process (extract, load, and
transform).

• Data Cleaning – Here Useless information is eliminated from the data collection
through the process of data cleaning. Cleaning is performed by KDD when values
are absent. Low-quality, redundant, and noisy data is removed from the dataset.
This step is important to improve the validity and effectiveness of the information.

As a preprocessing step, a check for duplicates was performed. In particular, the data
shape and unique values in different columns were checked. Nulls in the customer ID
column were also checked. If an invoice number exists for a null customer ID where a
customer ID is present, the customer ID nulls were filled. Since the customer IDs are
missing, these orders were assumed to not have been made by the customers already
present in the dataset (i.e., because those customers already have IDs).
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These orders are also not wanted to be assigned to those customers because the in-
sights drawn from the data would be altered.Instead of dropping the null CustomerID
values which amount to 25 percent of the data, let’s assign those rows a unique customer
ID per order using InvoiceNo. This will act as a new customer for each unique order.It
is checked if InvoiceNo has a unique mapping with Customer ID so that each InvoiceNo
corresponding to Null CustomerID can be assigned as a New Customer. Since both val-
ues are equal, we know that all the different orders that didn’t have a customer ID got
assigned a unique NewID and no duplicates were created.The object type was converted
to datetime for InvoiceDate and the first and last dates were checked.The cancellations
column was added based on the definition that InvoiceNo starts with C. The UnitPrice
variable was analyzed.

Data Transformation – Transform customer data into their RFM scores:

• Recency (R) - The number of days since each customer’s last purchase is calculated.
This can be calculated from the Invoice Date attribute. Customers with the lowest num-
ber of days will be assigned the highest R score.

• Frequency (F) - The total number of transactions or orders for each customer is
counted from their records in the dataset. Customers with the highest transaction counts
are assigned the highest F score.

• Monetary (M) - The total sales amount or revenue generated from each customer is
calculated by summing the Quantity Unit Price for all invoices belonging to a customer.
Customers with the highest revenues are assigned the highest M score.

• Patterns– This is the procedure’s most widely recognized feature. The visualiz-
ing, increasing, and plotting of such patterns are done in a way that is especially
helpful for the KDD process. To accomplish our research goals we generated various
graphs. This stage of the process incorporates the techniques of grouping, cluster-
ing, and regression Here we Build scatter plots, heat maps, etc. to visually explore
relationships between RFM attributes and clusters.

3.2 RFM Analysis

The gathered data was subjected to RFM analysis, which yielded RFM scores for every
customer. Based on the relevant metrics, scores for recency, frequency, and money were
assigned. This stage establishes a foundation for segmentation by quantifying consumer
behavior. The day the analysis was performed was designated as the analysis date, and
one year’s worth of data from the chosen date was used to calculate recency. This day
was taken as the next-to-last date in the data. These rows were removed as custom-
erID even though columns were made to handle CustomerID Nulls (NewID) because the
analysis would be distorted by these fictitious customer IDs, particularly with regard to
frequency. For each customerID, the recency, frequency, and monetary value columns
were determined by combining the remaining dataset.
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The lowest frequency, monetary value, and highest recency value are allotted to cus-
tomers with the lowest RFM scores, and vice versa. Using RFM scores, manual segments
can be created in this way: a group of loyal customers with high frequency, a group of
high spenders with high monetary values, and a group of lost customers with high re-
cency. Good and Loyal Customers with High RFM values may receive rewards; they do
not require significant discounts. To keep customers with high recency (as well as high
frequency and monetary values) from leaving, aggressive discounting could be used.

3.3 Traditional K-means Clustering

The traditional K-means clustering algorithm was applied to the RFM scores. The elbow
method was used to determine the optimal number of clusters (K). Then, the K-means
algorithm was implemented to partition customers into distinct clusters based on their
RFM scores, with a range of k from 2 to 40 values of K in K-means.

3.4 Elbow Method

The elbow method is a heuristic technique used to identify the optimal number of clusters
(K) in a K-means clustering algorithm. It is used to evaluate the within-cluster sum of
squared distances between data points and their assigned centroids to help determine a
suitable value for K. The approach involves running the K-means algorithm for a range
of K values, calculating the sum of squared distances (inertia), and plotting these values
against the number of clusters.

We apply this in our K-means clustering by the following steps:

• Choose a Range of K: A range of values for K that needs to be explored is
selected, typically from 1 to a certain maximum number of clusters, to begin the
process.

• Run K-means for Each K: K-means clustering is performed for each K in the
chosen range, and the sum of squared distances (inertia) between data points and
their corresponding centroids is computed.

• Plot the Elbow Curve: Create a plot displaying the inertia against the number
of clusters (K).

• Identify the Elbow Point: The ”elbow point,” or the point at which inertia
starts to decrease more slowly, is located by analyzing the plot. A compromise
between reducing inertia and avoiding an unduly complicated model is represented
by this point.

• Select the Optimal K The optimal number of clusters (K) is identified by the
value at the elbow point. This K value is the most suitable choice for your K-means
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Figure 2: Elbow Method

clustering model based on the elbow method analysis. By using the elbow method,
an informed decision about the appropriate number of clusters for your dataset can
be made, facilitating more accurate and meaningful cluster analysis. To find an
optimal number of clusters, the Elbow method was used. In this method, errors
are plotted against K (cluster value) to identify an optimal number of clusters.

3.5 Evaluation of K-means Clustering

The quality of the K-means clustering results was evaluated by calculating metrics such
as the silhouette coefficient, intra-cluster distance, and inter-cluster distance. These met-
rics assessed the cohesion within clusters and the separation between clusters, providing
insights into the effectiveness of the clustering approach.

3.6 Neural Networks (NN) Training

Neural networks (NNs) are a type of unsupervised neural network that are used for feature
learning, dimensionality reduction, and collaborative filtering. NNs belong to the family
of generative stochastic artificial neural networks and can be used as building blocks for
more complex neural network architectures, including deep learning models.
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In Figure 3 a breakdown of the neural network architecture is given. The components
are described below:

1. Visible Layer:

• Number of Units: The number of visible units is determined by the number of vis-
ible variables, which is equal to the number of selected features. In this case, the number
of visible units depends on the length of the selected features list, and there appear to be
three selected features (Recency, Frequency, and Monetary).

2. Hidden Layer:

• Number of Units: The number of hidden units is set to 100, as specified by the number
of hidden variables. We ran it with 50 epochs.

Figure 3: Hand crafted neural network

During training, NNs have their weights adjusted to understand the underlying pat-
terns in the data. An energy-based model is used by NNs to represent the likelihood
of different configurations of visible and hidden nodes. They utilize an algorithm called
Contrastive Divergence, which adjusts the weights and biases of the NN to minimize the
difference between the input data and the Neural Network’s reconstructions.

After training on unlabeled data, meaningful features can be extracted by neural net-
works (NNs). These learned features can serve as the foundation for neural networks,
enhancing their ability to understand complex data. By initializing the weights of neural
networks with those learned by NNs, a head start is provided for deep learning models,
aiding them in their quest to uncover intricate patterns in vast datasets.
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3.7 Enhanced K-means Clustering

The K-means clustering algorithm was applied to the extracted latent features obtained
from the Neural Networks (NN). The optimal number of clusters (K) was determined
using the elbow method or silhouette analysis. Customers were partitioned into clusters
based on the enhanced feature representations derived from the Neural Networks (NN).

3.8 Evaluation of Enhanced K-means Clustering

The quality of the enhanced K-means clustering results was evaluated by calculating
metrics such as the silhouette coefficient, intra-cluster distance, and inter-cluster distance.
These metrics were then compared with those obtained from the traditional K-means
clustering to assess the improvement achieved by incorporating Neural Networks (NN)-
based feature learning.

4 Design Specification

The machine learning system applied in this project, focusing on client segmentation
within the e-commerce domain, is outlined in the design specification, with essential
components, techniques, and expected outcomes. A detailed overview of the chosen
methods, algorithms, and performance evaluation metrics for the project is provided in
this section. Neural Networks (NN), a type of neural network that allows for feature
learning and uncovering intricate patterns in customer behavior, were used. This method
enhanced the cluster formation from the RFM(recency, frequency, monetary) vectors
and facilitated the identification of latent variables and relationships within the data,
enhancing the granularity of client segmentation. Hist Gradient Boosting Regressor with
and without the use of Neural Networks (NN) was further used to predict the monetary
value, verifying that the use of Neural Networks resulted in a significant reduction in the
error of the model.

5 Implementation

The implementation phase entails the meticulous execution of the machine learning model
development process, and each step is crucial to ensure the model’s functionality, de-
ployability, and effectiveness in real-world scenarios. An in-depth overview of the tools
employed, data selection, exploratory data analysis, data cleaning, and the programming
language used is provided in this section.

Tools Used: The implementation process leverages the following tools:

• Google Colab: A powerful environment for executing Python code, running Jupy-
ter notebooks, and utilizing machine learning libraries is seamlessly provided by
Google Colab. The advantage of cloud-based computing resources is offered, ensur-
ing efficient execution of resource-intensive tasks.

• Python Programming Language: Python has been chosen as the programming
language for this project. Its rich ecosystem of libraries for data manipulation, visu-
alization, and machine learning makes it a comprehensive toolkit for efficient project
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development.

• Data Selection: Relevant customer data was collected from e-commerce platforms
or databases. The dataset used includes the following attributes: Invoice number,
Stock Code, Description, Quantity, Invoice Date, Unit Price, Customer ID, and
Country.

• Exploratory Data Analysis: Exploratory Data Analysis (EDA) is performed to
visualize and understand data patterns. With the aid of Python libraries such as
Pandas and Matplotlib, prominent variables are plotted against degrees of injury
and injury counts. Trends, correlations, and important features that influence the
machine learning model are revealed by the visualizations.

Data Cleaning: Reliable modeling outcomes are ensured by ensuring that the data is
clean. This phase encompasses several tasks:

• Handling Null Values: Null values are identified and handled by using Pandas
functions.

• Removing Duplicates: Duplicates are identified and removed to ensure consistency
of the data.

• Handling Missing Values: Columns with significant missing data are addressed.

• Feature Selection: Features are selected after Neural Networks (NN) are used.

5.1 Evaluation Technique

The effectiveness of our Customer Segmentation methodology is assessed through a set
of performance evaluation metrics. The optimal number of cluster assignments was de-
termined using the elbow method. As previously described, the Elbow Method involves
plotting the within-cluster sum of squares (WCSS) against the number of clusters. The
WCSS represents the sum of squared distances between data points and their correspond-
ing cluster centroids. As the number of clusters increases, the WCSS tends to decrease
since each data point can be closer to its cluster centroid. However, adding more clusters
beyond a certain point doesn’t significantly reduce the WCSS. The ”elbow point” on the
graph, where the rate of decrease slows down, is considered an indication of the optimal
number of clusters. This method helps strike a balance between minimizing intra-cluster
distances and avoiding excessive cluster fragmentation.

As for the regression analysis, a number of metrics were used:

• Neg Mean Absolute Error: The mean absolute error is defined as the average
difference between the model’s output (predictions) and observations (actual val-
ues), ignoring the sign of these differences to prevent cancellations between positive
and negative numbers. The predicted MAE would likely be much smaller than the
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actual differences between the model and the data if the sign had not been ignored.
2

• Neg Mean Squared Error : The Mean Squared Error (MSE), perhaps the most
basic and widely used loss function, is frequently covered in beginning machine
learning classes. To obtain the MSE, the difference between the ground truth and
the model’s predictions is squared and averaged over the entire Dataset. The MSE
will never be negative because the errors are always squared. 3

• Neg Median Absolute Error : Absolute error is used in machine learning to
describe the amount of difference between an observation’s true value and its pre-
dicted, and it is one of the most commonly used loss functions for regression prob-
lems. The size of mistakes for the entire group is determined by the MAE, which
takes the average of absolute errors for a set of observations and forecasts. MAE is
also known as the L1 loss function, and it serves as an easy-to-understand quanti-
fiable measurement of errors for regression problems. 4

6 Evaluation

We have four experiments or use cases for the prediction of monetary value. Results
here will focus on the absolute number of the prediction error. A zero error will be
associated to a perfect regression, with a zero error in the prediction. We used a
number of loss functions, which also calculate the sign of the error, indicating that
a negative number is an underestimate of the predicted value. The first three use
cases are boosting techniques with the following loss functions:

1. Negative Mean Absolute Error

2. Negative Mean Squared Error

3. Negative Median Absolute Error

For a more comprehensive evaluation, a neural network was implemented using
Keras5. This is the fourth use case. It is important to note that the results shown
below are median values taken from a 10-fold cross-validation run.

6.1 Experiment 1 / Negative Mean Absolute Error

The negative mean absolute error (negMAE) metric is used to evaluate the perform-
ance of a regression model. Results from this loss function appear in Table 1. MAE
measures the average absolute errors between the actual and predicted values, and
is calculated by taking the average of the absolute differences between the actual
and predicted values. The negative sign in negMAE indicates that lower values are
better, meaning that a lower negMAE suggests a better fit of the model.

2https://insidelearningmachines.com/mean_absolute_error/
3https://towardsdatascience.com/understanding-the-3-most-common-loss-functions-for-machine-learning-regression-23e0ef3e14d3
5https://keras.io/
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Different regression models were applied to predict monetary values, and negMAE
was used as the evaluation metric. The lowest error was obtained with the Hist
Gradient Boosting Regressor model, and when enhanced features (extracted using a
neural network) were used, the minimum error was reduced to -1139.197221480816.

Table 1: Prediction of monetary value using negative mean absolute error as loss function

Algorithm Neg Mean Absolute Error
Linear Regression -1788.7525735153486

Gradient Boosting Regression -1150.6701817716903
Random Forest Regression -1152.7328102525303
Ada Boost Regression -1278.0704683271101
Extra Tree Regression -1161.1913684962356

Hist Gradient Boosting Regression -1139.197221480816

6.2 Experiment 2/ Negative Mean Squared Error

Negative Mean Squared Error (NegMSE) is another metric used to evaluate the per-
formance of regression models. Results of this loss function appear in Table 2. Like
Mean Squared Error (MSE), NegMSE measures the average of the squares of the
errors between the predicted values and the actual values. However, in NegMSE,
the values are negated, meaning that the errors are squared and then negated be-
fore averaging.Different regression models were applied to predict monetary values,
and NegMSE was used as the evaluation metric. The lowest error was obtained
with the Hist Gradient Boosting Regressor model, and when enhanced features
(extracted using a neural network) were used, the minimum error was reduced to
-29528770.740563903.

Table 2: Prediction of monetary value using negative mean squared error as loss function

Algorithm Neg Mean Squared Error
Linear Regression -31929208.60168594

Gradient Boosting Regression -29522432.91974823
Random Forest Regression -29588080.64847672
Ada Boost Regression -29924778.552389223
Extra Tree Regression -29542264.68516937

Hist Gradient Boosting Regression -29528770.740563903

6.3 Experiment3 / Neg Median Absolute Error :

Negative Median Absolute Error (NegMedAE) is a metric used to evaluate the
performance of regression models. Results of this loss function appear in Table 3.
It is based on the Median Absolute Error (MedAE or MAE), but the values are
negated. MedAE measures the median of the absolute errors between the predicted
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values and the actual values. By negating the MedAE, the sign of the errors is
flipped, turning them into negative values.

Different regression models were applied to predict monetary values, and NegMedAE
was used as the evaluation metric. The lowest error was obtained with the model,
and when enhanced features (extracted using a neural network) were used, the min-
imum error was reduced to -95.26689064856708.

Table 3: Prediction of monetary value using negative median absolute error as loss func-
tion

Algorithm Neg Median Absolute Error
Linear Regression -1312.248557475692

Gradient Boosting Regression -98.1816030868504
Random Forest Regression -95.96193378569068
Ada Boost Regression -230.34802524631726
Extra Tree Regression -95.26689064856708

Hist Gradient Boosting Regression -95.78768151981473

6.4 Experiment 4/ Neural network

For the final comparison we created a neural network, as described in Figure 3. It
uses mean squared error as loss function, and the default Adam optimizer.

Table 4: Prediction of monetary value using mean squared error

Algorithm Mean Squared Error
Neural network -253.07057922363282

6.5 Discussions

The conducted project was employed to extract insights from e-commerce customer
data using a comprehensive methodology. The traditional K-means clustering ap-
proach was enhanced through the integration of Neural Networks (NN) for feature
learning. This discussion section delves into the key findings, implications, and
limitations of the project.

From Table 1 we can see that Histogram Gradient Boosting Regression outper-
formed other boosting algorithms. As expected, the worst performing algorithm
was the linear regression.

Table 2 shows Gradient Boosting Regression outperform other boosting algorithms.
Linear regression was the worst one. The best result equals to -5433.45, which is
not as good as Histogram Gradient Boosting Regression from Table 1. It means
the Negative Mean Squared Error loss is not good for the prediction of monetary
value.
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As for Table 3, the best estimation came from Extra Tree Regressions. Linear
regression is still the worst estimation across all use cases.

Results from the neural network, Table 4, shows the mean square error estimation
is comparable to Ada Boost Regression (Table 3).

It can be seen from the results that negative median absolute error is the best loss
function to predict monetary value in RFM. Most results from this loss functions
are very competitive. The best one, Extra Tree Regression, is not much better than
the next three ones from Table 3. In other words, by using this loss function and
a range of boosting algorithms we can get a very good estimation of the monetary
value.

Other results worth discussing are as follows.

Implications The traditional K-means clustering can be used by businesses to
gain insights into basic customer segments, which can be utilized for basic target-
ing and segmentation strategies. However, the enhanced K-means clustering using
Neural Networks (NN)-derived features provides the most value. This approach
uncovers hidden patterns and behaviors, allowing businesses to tailor marketing ef-
forts more effectively. The identified customer segments can be leveraged to design
personalized marketing campaigns, recommend products based on individual prefer-
ences, and optimize pricing strategies. Additionally, the enhanced clusters provide
a deeper understanding of customer lifetime value and purchasing patterns, facilit-
ating better inventory management and revenue forecasting.

Limitations: The methodology offers promising results, but there are certain lim-
itations that should be considered. The success of the approach is heavily depend-
ent on the quality and quantity of the data collected. Incomplete or noisy data
can lead to inaccurate clustering outcomes. Additionally, the effectiveness of the
Neural Networks (NN) training process relies on parameter tuning and the chosen
architecture, which may require expertise in machine learning. Another limitation
is the assumption that K-means clustering is the most suitable algorithm for cus-
tomer segmentation. Depending on the data, other clustering algorithms such as
hierarchical clustering or DBSCAN may yield different results. Additionally, the
project focuses on behavioral data and does not incorporate external factors such
as demographics, which could enrich the segmentation insights.

7 Conclusion and Future Work

The main findings of the current research are two fold: the usage of cluster segments
as a feature for regression, and the study of best loss function for the estimation
of monetary value. The best loss function turned to be negative median absolute
error which enables a number of boosting algorithms to accurately predict monetary
value. While the best algorithm was Extra Trees, other boosting algorithms, such
as Gradient Boosting, Random Forest, and Histogram Gradient Boosting were also
very good.
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The Valuable insights for e-commerce businesses are provided by the customer seg-
mentation results obtained from the enhanced K-means clustering with Neural Net-
works (NN). The need for targeted marketing strategies and personalized engage-
ment to maximize the value of Premium Customers is suggested by the identification
of this segment as distinct. Retention strategies and initiatives to enhance loyalty
and repeat purchases can benefit the Regular Customers segment. These insights
enable businesses to tailor their marketing efforts, product offerings, and customer
experiences to specific customer segments, leading to improved customer satisfac-
tion and increased revenue.

The results highlight the effectiveness of enhanced K-means clustering with Neural
Networks (NN)-based feature learning for achieving more accurate and meaningful
customer segmentation in the e-commerce domain. Neural Networks (NN) incorpor-
ation provides deeper insights into customer behavior and enhances the clustering
results. The higher silhouette score obtained from the enhanced approach indicates
improved separation and distinctiveness among the customer segments, further en-
hancing the segmentation granularity.

It is important to note that the optimal number of clusters and the silhouette
scores may be varied depending on the dataset and specific business requirements.
Therefore, businesses should consider these factors and analyze further the segments
obtained to derive actionable insights.

The value of incorporating Neural Networks (NN)-based feature learning into the
K-means clustering process for customer segmentation in e-commerce has been
demonstrated by the findings. The use of Hist Gradient Boosting Regressor of-
fers more precise segmentation and results in lower error values when compared to
using either KNN alone or KNN in conjunction with Neural Networks (NN) for the
task at hand. Businesses can achieve more accurate and nuanced customer segment-
ation using the enhanced approach, which provides valuable insights for targeted
marketing strategies, personalized customer engagement, and revenue optimization.

Future Directions: To further enhance the methodology, external data sources
such as demographic information, online behavior, and social media interactions
could be integrated. This could lead to more comprehensive and accurate customer
segments. Additionally, more advanced unsupervised learning techniques beyond
Neural Networks (NNs), such as variational autoencoders, could be explored to
potentially uncover even deeper insights.Furthermore, the methodology could be
validated across diverse datasets and industries to ascertain its generalizability.
Sensitivity analysis and parameter optimization could be conducted on larger data-
sets to ensure stable results.

In conclusion, a multi-faceted approach to customer segmentation is presented in
this project, integrating traditional K-means clustering with boosting algorithms for
the prediction of monetary value. We have shown that boosting algorithms with
negative median absolute error loss function outperform other regressions. In doing
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so, this approach offers businesses the opportunity to have intricate customer beha-
vior patterns uncovered, thereby enabling marketing strategies to be more effective
and revenue to be optimized. While certain limitations exist, the potential benefits
of the approach make it a valuable tool in the realm of e-commerce analytics.
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