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Network Intrusion Detection using Supervised and 

Deep Learning Machine Learning Algorithms 
 

Ayodele Oluwagbayi Jolayemi 

Student ID: x21139288 
 
 

1 Introduction 
 

The purpose of this report is to create a comprehensive manual that will serve as a guide for 

creating the experiment setup and coding documentation for the research project titled 

"Network Intrusion Detection using Supervised and Deep Learning Machine Learning 

Algorithms.". The purpose of the research was to find out how well-supervised learning and 

deep learning machine learning algorithms can use historical datasets to classify network 

traffic as either attack or non-attack traffic. The experiment was conducted using two (2) 

datasets, namely the UNSW NB15 dataset and the CICIDS 2017 dataset, which were 

implemented as code. This study employed two deep learning algorithms, Convolution 

Neural Network, and Recurrent Neural Network, and three supervised learning algorithms, 

namely Logistic Regression, Naïve Bayes, and Decision Tree Classifier, to analyse the 

datasets. 

 

The rest of the documentation is structured: Section 2 covers system requirements for the 

hardware and software components used in this code implementation; Section 3 covers 

software installation, setting up the Anaconda environment, and installing the Python 

libraries used in this code implementation. The implementation of the models' code, their 

assessment, and how well the models worked with each dataset's analysis are covered in 

Section 4. The final or concluding remarks are covered in Section 5, and a list of references is 

included in Section 6. 

 

2 System Requirement 

2.1 Hardware Requirement 

Below is the hardware specification used to develop the code implementation 

RAM 8 GB 2133 MHz LPDDR3 

Processor 2.3 GHz Quad-Core Intel 
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Storage 512 GB SSD  

2.2 Software Requirement 

Mac OS Sonoma 14.0 serves as the stable foundation for our project's software environment. 

Its compatibility and versatility enable efficient integration of diverse software, enhancing 

project effectiveness and efficiency. 

 

• Anaconda Navigator 2.5.0 - is a package and environment manager for Python, 

streamlines Python version management and workspace isolation on one machine. It's 

crucial for data scientists, developers, and researchers, enhancing reproducibility and 

workflow efficiency. 

• Jupyter Notebook 6.5.4 - is a web-based interactive IDE for coding and data analysis. 

Users can write, run, and visualize code in real-time, making it versatile, collaborative, 

and popular among researchers and data scientists. 

• Google Chrome Browser 119.0 - Jupyter Notebook uses google chrome to render the IDE 

both the code snippet and its corresponding output. 

 

3 Software Installation and Python Libraries 
This section will cover the installation of the Anaconda Navigator software and provide a 

comprehensive list of Python libraries required for the successful implementation of this 

research project coding. 

3.1 Anaconda Navigator Installation 

To set up Anaconda on your Mac OS, acquire the Mac OS Anaconda installer from the 

official Anaconda website. After successfully downloading the installer file, find it on your 

computer and then follow the instructions provided below. 

 

• Open the downloaded file by double-clicking it, and then click "Continue" to initiate the 

installation process. 
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• Respond to the inquiries presented on the Introduction, Read Me, and License screens 

• Anaconda suggests selecting "Install for me only." If you prefer not to install Anaconda 

Distribution in your home folder, you can opt for "Install on a specific disk." Then, 

proceed by clicking the "Install" button. 
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• Click Install. 

 

 

• Once the install is complete, click Continue. 

• Optional: To learn more about Anaconda’s cloud notebook service, go to  

 

Or click Continue to proceed. 

• A successful installation displays the following screen, click Close to exit installer. 

3.2 Python Library Installation 
 

The Anaconda installation has established a "base" environment, which comes pre-equipped 

with essential Python libraries required for the project's coding implementation. Additional 

libraries will be installed to fully configure the environment for the coding exercises. The 

Table 1 below show the list of all Python libraries that must be install before starting code  
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Python Library Conda Installation Command 

  pandas   conda install -c anaconda pandas 

  seaborn   conda install -c conda-forge seaborn 

  scikit-learn   conda install -c intel scikit-learn 

  scikit-learn-intelex   conda install scikit-learn-intelex 

  tqdm   conda install -c conda-forge tqdm 

  tensorflow   conda install -c conda-forge tensorflow 

  scikeras   pip install scikeras 

 

Table 1.  Python library names and their installation command 

 

4 Implementation and Evaluation 
Following a successful installation of Anaconda and the installation of all the necessary 

libraries for this code implementation, this section presents the actual code implementation 

for the research project, as depicted below: 

4.1 Start a new project 

From the main Anaconda page, activate the Jupyter Notebook by clicking the "Launch" 

button within the cell. This action will open the interactive Python IDE in your web browser. 

 

 

Figure 1. Anaconda navigator launch screen  

 

On the Jupyter Notebook startup page, find the "New" button situated in the upper right 

corner. Click on it and then select "Python 3" to initiate a new project. 

 

4.2 Import Python Libraries 

Upon successfully initiating a new project, the initial code snippet will include all Python 

libraries utilized in this project. Whenever this block is modified, click the "Run" button to 

import the library into the IDE. 
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Figure 2.  Imported Python libraries code snippets  

 

4.3 Global Variables and Helper Functions 
Efficient memory utilization, simplified code maintenance, code reuse, and reduction of code redundancy are 
achieved through the optimization strategy of defining global variables and helper functions. 
 

 

Figure 3. Declared global variables code snippets 

 
 

 
 

Figure 4.  Function definition for generating pie chart showing the binary class distribution in the 

dependent variable  

 
 



 

7 
 

 

 

Figure 5.  Function definition for generating a balanced binary class distribution in the dependent 

variable 

 
 

 

Figure 6.  Functions definition for convert string variable to numeric variable using mapping 

operations 

 
 

 

Figure 7.  Function definition for generating correlation heatmap for a given data frame 

 
 

 

Figure 8.   Function definition for perform multicollinearity analysis using correlation estimates for a 

given data frame and a specified threshold 
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Figure 9.  Function definition for scaling and splitting a dataset into training and testing sets 

 
 

 
 

Figure 10.   Function definition for generating summary analysis report for a give machine learning 

model 

 
 

 

Figure 11.  Functions definition for performing Logistic Regression analysis for regular and hyper-

parameter tuned models 
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Figure 12. Functions definition for performing Naïve Bayes analysis for regular and hyper-parameter 

tuned models 

 
 

 

Figure 13.  Functions definition for performing Decision Tree analysis for regular and hyper-

parameter tuned models 

 
 

 

Figure 14.  Functions definition for performing Convolution Neural Network (CNN) analysis for 

regular and hyper-parameter tuned models 
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Figure 15.  Functions definition for performing Recurrent Neural Network (RNN) analysis for regular 

and hyper-parameter tuned models 

 
 

 

Figure 16.   Function definition for performing feature selection using feature importance for a given 

data frame 

 
 

 

Figure 17.  Function definition for generating summary table for all implemented model for all 

datasets and experiment performed 
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4.4 Load Datasets 

During the code implementation, two distinct datasets, namely the CICIDS 2017 dataset and 

the UNSW NB15 dataset, were employed for analyzing the implemented models. These 

datasets were obtained from the Canadian Institute for Cybersecurity website and the UNSW 

website. The Python Pandas library was utilized to load these datasets into the Jupyter 

Notebook IDE as Pandas data frames. 

 

 

Figure 18.  Code snippets used to import dataset as Panda’s data frame to for performing analysis 

 

4.5 Data Preprocessing and Exploratory Data Analysis 
 
 

 

Figure 19.  Code snippets used to (i) clean columns in the two datasets, (ii) enforce data integrity for 

IP address columns, (iii) create dependent variable column in CICIDS dataset and rename columns in 

UNSW NB15 dataset 

 
 

https://www.unb.ca/cic/datasets/ids-2017.html
https://research.unsw.edu.au/projects/unsw-nb15-dataset
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Figure 20.  Code snippets for handling missing data in both datasets 

 

 

Figure 21.  Code Snippets for showing the normal traffics to intrusion attack traffic ratio in CICIDS 

2017 dataset 

 
 
 

 

Figure 22.  Code Snippets for showing the normal traffics to intrusion attack traffic ratio in UNSW 

NB15 dataset 
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Figure 23. Code snippet for performing mapping on Panda’s object data type to numeric data type 

 
 

 

Figure 24.  Code snippets performing multicollinearity analysis on CICIDS 2017 dataset 

 
 
 

 

Figure 25.  Code snippets performing multicollinearity analysis on UNSW NB15 dataset 
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Figure 26.  Correlation heatmap after removing highly correlated independent variables from CICIDS 2017 

dataset 

 

Figure 27.  Correlation heatmap after removing highly correlated independent variables from UNSW 

NB15 dataset 
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Figure 28.  Code snippets for (i) Eliminate the class imbalance in the datasets, (ii) create the 

dependent variable data frame for both datasets, (iii) create the independent variables data frame for 

both datasets and (iv) Split the datasets in training and testing data for both datasets 

 

4.6 Experiment I 
 
 

 

Figure 29. Code snippet for running the Logistic Regression analysis and the summary output of the 

analysis for CICIDS 2017 dataset for experiment 1 
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Figure 30. Code snippet for running the Naïve Bayes analysis and the summary output of the analysis 

for CICIDS 2017 dataset for experiment 1 

 

 

 

Figure 31. Code snippet for running the Decision Tree analysis and the summary output of the 

analysis for CICIDS 2017 dataset for experiment 1 
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Figure 32.  Code snippet for running the Convolution Neural Network (CNN) analysis for CICIDS 

2017 dataset for experiment 1 

 
 
 
 

 

Figure 33.  Analysis summary for Convolution Neural Network (CNN) for CICIDS 2017 dataset for 

experiment 1 
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Figure 34.  Code snippet for running the Recurrent Neural Network (RNN) analysis for CICIDS 2017 

dataset for experiment 1 

 
 

 
 

Figure 35. Analysis summary for Recurrent Neural Network (RNN) for CICIDS 2017 dataset for 

experiment 1 

 
 
 
 
 
 
 



 

19 
 

 

4.7 Experiment II 

 

 
 

Figure 36.  Code snippet for performing feature selection using feature importance for CICIDS 

dataset 

 
 

 

Figure 37.  Code snippet for performing feature selection using feature importance for UNSW NB15 

dataset 

 
 
 

 

Figure 38.  Code snippets for splitting selected features into training and testing dataset for both 

datasets 
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Figure 39.  Code snippet for running the hyper-parameter tuned Logistic Regression analysis and the 

summary output of the analysis for UNSWNB15 dataset for experiment 2 

 

 

Figure 40. Code snippet for running the hyper-parameter tuned Naïve Bayes analysis and the 

summary output of the analysis for UNSW NB15 dataset for experiment 2 
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Figure 41.  Code snippet for running the hyper-parameter tuned Decision Tree analysis and the 

summary output of the analysis for UNSW NB15 dataset for experiment 2 

 

 
Figure 42.  Code snippets for (i) Hyper-parameter tuned Convolution Neural Network (CNN) analysis for 

UNSW NB15 dataset for experiment 2 and (ii) Hyper-parameter tuned Recurrent Neural Network (RNN) 

analysis for UNSW NB15 dataset for experiment 2 
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Figure 43.  Code snippet displaying summary tables for the implemented models, experiments and 

datasets 

 

 
 

Figure 44.  Implemented models summary tables for experiment 1 and experiment 2 for CICIDS 2017 

dataset 
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Figure 45.  Implemented models summary tables for experiment 1 and experiment 2 for UNSW NB15 

dataset 

 

5 Conclusion 
 

This documentation outlines the procedures for executing the code implementation in our 

research project. The implementation involves the analysis of the CICIDS 2017 dataset and 

UNSW NB15 dataset, employing three supervised learning algorithms (Logistic Regression, 

Naïve Bayes, and Decision Tree Classifier) and two deep learning algorithms (Convolutional 

Neural Network - CNN and Recurrent Neural Network - RNN). The provided code snippets, 

generated figures, and presented tables play a pivotal role in realizing the research objectives. 

 

Researchers intending to replicate this study, utilizing the same datasets and algorithms, can 

anticipate obtaining comparable results. The documented instructions serve as a 

comprehensive guide for achieving consistent outcomes, ensuring reproducibility in 

subsequent analyses. 
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