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1 Introduction 
 

The configuration manual is prepared to describe the technical steps conducted to answer the 

research question of the author’s project which is about “Financial distress prediction for US 

hospitals using machine learning following KDD methodology”. 

The manual starts by specifying the hardware configuration used to accomplish the project’s 

objectives. Next, the author displays the software that has been used to process and the train 

the machine learning models on the data. The manual walks through all the steps the author 

have done to reach the findings. 

 

2 Hardware configuration 
 

The author used a laptop with the following characteristics that contributed to the successful 

implementation of the methodology of the project: 

 

Table 1 Hardware configuration 

Processor  11th Gen Intel(R) Core (TM) i7-1165G7 @ 

2.80GHz   2.80 GHz 

Ram 12.0 GB 

System Type 64-bit operating system, x64-based processor 

Operating system Windows 11 Home  

 

3 Software configuration 
 

This project utilized Python programming language and ran on Colab. A notebook of the 

codes is attached for testing. 

 

4 Walk through project’s codes. 
This section is dedicated to showcase and explain the steps initiated by the author to achieve 

the projects objectives. 
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4.1 Libraries 

  

 

 

Figure 1 Imported libraries. 

For reading, cleaning, processing and modelling the data several libararies need to be 

imported. The above screenshot showcases the liabraries that have been imported from 

Python that helped visualize and model the data. 

4.2 Data loading 

The data set csv file was uploaded into Colab and the following lines of codes enable the reading and display of 
the loaded file: 

 

Figure 2 Data loading 

4.3 Data preprocessing and transformation 

This section is dedicated to display all the steps taken to first comprehend the data (shape, structure, data 
distribution) and then its transformation. 

 The author started by understanding the structure of the data, the following code enable the count of 
rows and columns besides knowing the title of the columns: 

 

Figure 3 Data shape 
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Figure 4 Name of the columns 

 

 It is essential to underscore the type of the data the author is dealing with in order to anticipate 
transformation actions afterwards. Data info displays the type of data for each column: 

 

Figure 5 Data type 

 Checking for missing values is a crucial step that clarify the state of the data: 
 

 

Figure 6 Check up for missing values. 

 Visualization is a strong tool for data analytics; therefore, the author used the following codes to 
graphically visualize the missing values in the data: 
 

 

Figure 7 Missing values plot. 

 Based on the above codes, the decision of removing irrelevant columns where fortunately the missing 
values were mostly present: 

 
‘hospital Name’, ‘Street Address', 'City', 'Fiscal Year Begin Date’, ‘Fiscal Year End Date', 'Net Revenue from 
Stand-Alone SCHIP’, ‘Total Income', 'Net Income', 'Net Revenue from Medicaid’, ‘Net Revenue from Stand-
Alone SCHIP’, ‘net revenue', 'TOTAL DEBT','OPERATING INCOME': are the columns that are not relevant for 
modeling as the author needs the nine financial ratios and type of control feature. 

 Other plots were generated to visualize the data distribution and degree of correlation between the 
features: 
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Figure 8 Data distribution 

 

Figure 9 Correlation map 

 

 The financial ratios showed different types of missing values like ‘#DIV/0’, ‘AINT’ therefore the author 
used this code to replace those missing values with nan in order to deal with them later. 

 

Figure 10 Transformation of missing values 

 The missing values for the ratio were then replaced using KNN imputation as the author believes it is 
the suitable method to keep more observations for modeling and KNN can achieve that: 
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Figure 11 KNN imputation 

 ‘Type of control’ feature represents a categorical data therefore encoding was implemented: 

 

Figure 12 Categorical data encoding 

 The author is dealing with imbalanced data which can represent a problem of bias in models. As a 
result, oversampling technique was deployed to balance the data and prepare it for modeling: 

 

Figure 13 Oversampling using SMOTE. 

4.4 Implementation of the chosen models 

As thoroughly explained in the author’s report, three models are chosen to be pursued for the financial 
distress prediction. The implementation of the models was deployed by using cross validation: 
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Figure 14 DNN implementation 

 

 

Figure 15 Boost implementation 

 

 

Figure 16 SVM implementation 

 

4.5 Evaluation 

For performance evaluation, the author used different performance metrics: 
 

 

Figure 17 DNN evaluation metrics 

 

 

Figure 18 Boost results 

 
 

 For further understanding of the results, the author generated a plot for confusion matrix of XGboost 
using the following codes: 
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Figure 19 Confusion Matrix for XGBoost 

 

 Second objective of the project is to identify which of the features are the most significant for 
prediction, random forest classifier was used to distinguish that: 

 

Figure 20 Random Forest classifier for features importance 

 

The results and the generated plots helped the author drawing conclusions on to what extent can machine 

learning models predict financial distress in the healthcare sector using the data set of US hospitals. The author 

ended up by comparing the performance of the three deployed models and identifying which one was the most 

suitable for the data. Besides, he succeeded in identifying the most important feature for the prediction. Overall, 

these codes helped building significant conclusions and answered to the research question. 


	1 Introduction
	2 Hardware configuration
	3 Software configuration
	4 Walk through project’s codes.
	4.1 Libraries
	4.2 Data loading
	4.3 Data preprocessing and transformation
	4.4 Implementation of the chosen models
	4.5 Evaluation


