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1 Introduction 
 

The configuration manual is essential to clarify the information referring to the project in 

relation to the software used, the hardware and other specifications regarding the programs 

applied in the project. Since in section 2 and 3 the configuration systems that were used in the 

project will be specified and in section 4 the software used in the project will be presented, in 

addition to the pre-processing of the data, presenting the libraries using Python, in addition to 

the analysis concerning the correlation between the features and the results using Machine 

learning models for classification. 

 

2 System Configuration 
 

The hardware and software and its configuration system that were applied in the project are 

described below. 

 

Processor Intel® Core™ i5 

Operating System Windows 10  

RAM 8GB 

CPU NVIDIA RTX 2060 

 

 

3 Software Specification 
 

The other tools that were in order to carry out the project, separated as programming 

language, software and browsers. 

 

Pogramming Language Python  

Softwares Excel, Anaconda, Jupyter 

Notebook  

Browsers Microsoft Edge and 

Google Chrome 
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4 Environment Setup 

 
4.1 Initiation of Jupyter Notebook on Anaconda 
 

The configuration of the project was initiated by the application of Anaconda Navigator since 

it is an important software where it is possible to download applications and other software to 

support the research. Jupyter Notebook was implemented in the project and application of the 

codes using Python since it contains important updates and it facilitates the analysis of the 

project. 

 

 
Figure 1: Anaconda Navigator interface 

 

Fig. 2 present the Jupyter Notebook home page, where it is possible to organize and create a 

file, the format used was ipynb to start the codes in Python. 

 

Figure 2: Jupyter Notebook interface 
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4.2 Data Preparation and Importing Libraries 
 

The libraries applied in the analysis of the project were added according to the progress of the 

research and the necessity regarding the use of Machine models implemented. 

 

 

 

 

 
Figure 3: Libraries Python 

 
 

4.3 Importing Dataset 
 

Importing data referring to the project in csv format. to Python and thus reading the file to 

start the ETL (extract, transform and load). 

 

 
 

Figure 4: Importing Dataset 
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4.4 Dataset Pre-processing 
 

Data pre-processing takes place in the data cleaning phase, where not relevant information to 

the project will be discarded, leaving only the data that will be needed for the analysis. 

 

 
 

Figure 5: Dataset Pre-Processing 
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In addition to cleaning the data, it is necessary to perform a correlation analysis of the main 

features and delete those with the highest correlation to leave the data with only the 

information necessary to have the best result in the analysis. 

 
Figure 6: Correlated features 

 

4.5 Machine Learning Algorithms 

 
4.5.1 Logistic Regression 
 

Logistic regression was one of the Machine Learning techniques applied, since it is a 

classification model and it is a important technique to apply in the analysis of data since it 

will be focused on detection of frauds, and the prediction usually has a finite number of 

results, such as yes or no. 

 
Figure 7: Logistic Regression libraries 
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In this phase the data was divided to train and test, the results were improved using 65% of 

the total data, thus allowing the real performance to be verified. 

 
 

Figure 8: Logistic Regression Train and Test 
 

 

There was important results using the Logistic regression model with an accuracy of 83% but 

it is still not the best model for the project. 

 

 
Figure 9: Logistic Regression Results 
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4.5.2 Support Vector Machine 
 
The second model applied in the project was the Support Vector Machine it is a supervised 

machine learning algorithm that can be used for classification or regression. Its major focus is 

on training and classifying a dataset. 

 

 
Figure 10: SVM libraries 

 

The data was divided to train and test, the results were improved using 70% of the total data, 

thus allowing the real performance to be verified. 

 

Figure 11: SVM Train and Test 

 

The SVM model did not present the best results, even with an accuracy of 78% it was over 

fitting and it did not provide the best insights so it should be a good model for this project. 
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Figure 12: SVM Results 

 
4.5.3 Random Forest 
 
The third model applied was the Random Forest, which is also a classification or regression 

method that works by building several decision trees during training. 

 
Figure 13: Random Forest libraries 

 

The data was also divided to train and test, and for the Random Forest model the results were 

improved using 70% of the total data. 

 

Figure 14: Random Forest Train and Test 
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Random Forest had the best result within the proposed models, with an accuracy of 97% and 

is the ideal model for analyzing fraud on the Ethereum network. 

 

 

 
 Figure 15: Random Forest Results 

 


