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Abstract 

Blockchain is a network that has grown exponentially in recent years, it is a 

decentralized technology and for this reason it requires the development of secure 

applications and a better understanding of this networking. The project focuses on 

creating a classification model with a secure approach towards the Ethereum network, as 

it is the second most important cryptocurrency in the Blockchain domain. Implementing 

Machine Learning methods, the aim of the project is to investigate and detect possible 

fraud within Ethereum. Exploring the concepts of classification methods in Machine 

Learning, and developing important models that reinforce security in these decentralized 

networks. By analysing the data and answering the research question of the project, 

Machine Learning models were applied such as the Support Vector Machine, Logistic 

Regression and Random Forest for effective detection of fraud in transactions on the 

Ethereum network. This research still presents significant studies and methodologies that 

lead insights for future projects. 

 
 

1 Introduction 
 
 

The Blockchain technology emerged in 2009, that would represent a great technological 

advance with its distributed and decentralized approach, eliminating the need for a central 

authority in financial transactions. The popularity of this technology has grown over ther 

years and specially after the introduction of the cryptocurrencies, that is a type of 

decentralized digital currency that uses cryptography to ensure the security of transactions, 

control the creation of new units and verify the transfer of assets, currently the best known 

cryptocurrency is Bitcoin, resulting in significant investments from various sectors of the 

financial market. Thus, the reliability and quality of operations are fundamental since 

Blockchain technology is decentralized. 

The project will be focused on the Blockchain technology approach, especially in the 

context of the Ethereum network. It was founded by Vitalik Buterin and Gavin Wood in 

2015, and its network is known for the use of smart contracts and its the second most popular 

cryptocurrency technology after Bitcoin. The project will be concentrating in the fraud 

detection in transactions for the Ethereum network, since there are not many studies based on 

fraud in this network. The objective is to develop analytical models to detect fraud in the 

Ethereum network, seeking important insights to achieve good results. Thus, analytical 

methods such as Business Intelligence and Data Science are important, since these analytical 
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methods will be providing a comprehensive understanding of the business problem and 

facilitating the identification of suitable solutions. Business Intelligence will be concentrating 

on collecting data, to be able to understand the context and business problem, in addition to 

identifying trends and optimizing the performance of different analytical methods, while Data 

Science employs statistical analysis and Machine Learning techniques to discover relevant 

insights. Both approaches complement each other, with Business Intelligence integrating 

information for a complete view of data and Data Science ensuring data quality and accuracy 

through pre-processing, thus increasing project efficiency. 

Although fraud detection and prevention techniques have been extensively studied in 

traditional centralized systems, the application of machine learning methods adapted to the 

unique characteristics of the Ethereum network is considered a relatively new approach.  

 

 
Figure 1: Fraud Analytics  

 

 

The aim of this project is to explore and develop innovative machine learning algorithms 

and models specially designed to detect and prevent fraudulent transactions on the Ethereum 

network. It is important to explore the data applying analytical and Machine Learning 

methods to effectively analyse transactions and token patterns based on standardized 

operating parameters of ERC-20 tokens in order to identify potential fraudulent activities. 

The Ethereum Request for Comment 20 (ERC-20) protocol is especially relevant in the 

context of the Ethereum network, as it allows the creation of fungible tokens with specific 

operational standards, enabling the exchange of tokens through smart contracts. The Data 

collection for the project is from publicly available sources on the Kaggle website.
1
 After 

data analysis and pre-processing, Machine Learning classification methods will be applied, to 

                                                                 
 

1
 Kaggle Dataset: https://www.kaggle.com/datasets/vagifa/ethereum-frauddetection-dataset 
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gain relevant insights and provide appropriate solutions for transaction analysis, enabling 

anomaly detection and valid transactions.  

 

RQ: How Machine Learning techniques can increase security for decentralized Blockchain 

networks such as cryptocurrency Ethereum, preventing fraud in transactions using 

classification models? 

 

The project is important for focusing on blockchain networks and machine learning 

models specific to the Ethereum network. This analysis being relevant, which can be applied 

in future projects, aiming to identify effective solutions for detecting fraudulent transactions 

on the Ethereum network, thus using models to reduce possible fraud that cause revenue 

losses for users and organizations that use the Blockchain platform. The project seeks to 

obtain valuable information and solutions following the methodology (CRISP-DM). By 

effectively organizing the information and evaluating the results, this project aims to find 

important insights and solutions to the problem of fraud within the Ethereum Network. The 

project uses Classification Machine Learning models to search for features capable of 

identifying correlations and improving the accuracy of training models. The objective is the 

more efficient detection of fraud in transactions, providing greater security and confidence to 

users of the Ethereum network. 

 

2 Related Work 
 

The initial section of this research proposal provides an overview of the background and 

definition of Blockchain technology, along with its key implications. The Literature Review 

section is divided into two subsections. Subsection 2.1 presents significant studies focused on 

Malicious Transactions within the Blockchain. Subsection 2.2 encompasses studies that 

explore the application of Machine Learning methods for Fraud detection in the Blockchain 

network, as well as other investigations involving the Ethereum cryptocurrency. 

2.1 Malicious Transactions in Blockchain Technology  
 

Blockchain technology is a technology that facilitates transactions but also there is some 

concerns about its security, and like other financial systems, cryptocurrencies have become 

vulnerable to fraud in their transactions, requiring research aimed at detecting these 

fraudulent activities. The analysis and investigation of transactions within the Blockchain 

network present significant challenges due to the dynamic nature of the system and the 

volume of data involved. In this context, some related research will be presented to provide 

support and background to the project.  

Jung et al. (2019) explained that cryptocurrencies operate in a decentralized structure, that 

means its a technology that is characterized by the absence of a central authority such as 

banks and conventional financial entities. Thus, this characteristic of decentralization makes 

it more difficult to identify in cases of anomalies and fraudulent activities, making it difficult 

to track those responsible for possible fraud in transactions and illicit activities. Bartoletti et 

al. (2018) analyzed a large number of smart contracts within the Ponzi scheme which was 
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operated on the Ethereum network, this research used similarities between contract bytecodes 

in the identification and location of 191 Ponzi schemes and these contracts collectively 

accumulated almost half a million dollars from more than 2,000 individual users. In this 

study, the authors highlighted some distinct characteristics that were identified in the Ponzi 

scheme, with emphasis on a high Gini coefficient as an important indicator in the analysis. 

Since the Gini coefficient is a measure used to assess the inequality of distribution of 

financial capital made by contracts for investors, that provides information about smart 

contracts within the Ethereum network and possible fraudulent behavior. The authors also 

drew on previous research with the high Gini coefficient and furthermore applied other data 

mining techniques to aid in the detection of Ponzi schemes on the Bitcoin network. Using 

resources based on the lifetime of a contract, their classifier successfully detected 31 out of 

32 Ponzi schemes with a low 1% false positive rate. In this study, it is possible to notice that 

there are limitations regarding the analysis based on contract characteristics in the detection 

of Ponzi schemes, which indicates limitations regarding safer measures against these 

schemes. As tokens are not refunded or flagged as fraudulent within Blockchain transactions, 

other more efficient analysis methods are needed to mitigate the impact of Ponzi schemes 

effectively. Thus, emphasizing the importance of new research, innovations and strategies to 

combat fraudulent activities on the network.  

Pham and Lee (2016) conducted an approach to the detection of anomalies in their study, 

identifying suspicious users and transactions in the Bitcoin network. Since the purpose of this 

study is to evaluate transactions that align with a group of previously identified malicious 

transactions. Using such suspicious activities as proxies, the research sought to establish a 

possible connection between such actions and activities on the Ethereum network that are 

potentially fraudulent. The evaluation of the approach occurs through the comparison of the 

results obtained with a set of already known malicious transactions, verifying if the standard 

method can effectively identify these transactions and, thus, verify its effectiveness in 

detecting malicious activities. Muller et al. (2015) emphasize that Blockchain-based 

cryptocurrencies have certain vulnerabilities in terms of their security, which can be 

identified as illicit activities carried out on the network and facilitating access by potential 

hackers. Unlike more conventional frauds, such as credit card fraud, cryptocurrencies and the 

Blockchain network in general do not have an official standard registration process, as it is a 

decentralized technology and does not have the supervision of a financial entity. 

Consequently, when fraud takes place, obtaining a refund becomes difficult. Since the 

manual analysis of possible transactions in search of irregular characteristics is challenging 

and can lead to failures in mitigating fraudulent activities.  

Thus, it is necessary to look for other alternatives such as analysis using other methods 

such as Machine Learning in the prevention of these fraudulent transactions. In the work by 

Harlev et al. (2018), techniques known as machine learning are employed in a supervised 

manner with the aim of reducing the level of anonymity within the Bitcoin Blockchain 

network. The study was based on pre-processed data in which addresses were manually 

grouped and labelled based on their behavior patterns. Even though it is advantageous to use 

pre-processed data in some scenarios, this data can also be a challenge in another approach in 

the Blockchain network, since a quality dataset and precisely labeled is necessary for the 

success of machine learning projects applied to analysis. 
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2.2 Malicious Transactions in Blockchain Technology  

 

Initially Blockchain technology was more focused on cryptocurrencies and electronic 

payments, this technology was gaining more space and creating new applications, one of the 

new applications being smart contracts, which are self-executing programs operating within 

the Blockchain network, being a fundamental part of the Ethereum network. Since contracts 

operate without intermediaries, it is necessary to seek new measures and solutions to protect 

the integrity and reliability of the network. In their research, Ibrahim et al. (2021) used 

supervised and ensemble learning methods to detect illicit transactions on the Ethereum 

network. Using Machine Learning models such as the random forest and decision trees 

looking for good insights in your result. In the construction of the dataset, features based on 

the correlation coefficient were used to train the model and predict the accuracy of 

transactions. This combination of supervised and joint learning techniques allowed the 

creation of an effective model in identifying illicit transactions in the analyzed dataset. Using 

feature extraction driven by correlation coefficients has proven to be a good strategy in 

identifying significant factors that influence illicit activities within transactions. This study 

provides promising information for future projects to increase the effectiveness of methods to 

detect and prevent future fraud within the Blockchain network. 

In their research Ajay et al. (2020) used Machine Learning methods to detect anomalies 

in the Ethereum cryptocurrency network. Employing techniques such as Decision Trees, 

achieving an accuracy of 83.7%, and implementing Random Forest algorithms, resulting in 

an accuracy of 98.9%. Being classification methods in the area of Machine Learning and 

presenting excellent performance and great potential in identifying fraudulent activities in the 

Ethereum network. Cryptcurrencies are known to be good investments, but being their 

decentralized nature, many users venture into the crypto market without the necessary 

knowledge, thus being able to have revenue losses and many frauds are still being applied, in 

this way new technologies must be employed to mitigate these possible security problems. 

Machine Learning models are an effective way to look for models and methods to protect 

users and the network itself from possible fraud. 

Chen et al. (2019) was inspired by the work of Bartoletti et al. (2018) extending their 

search and incorporating additional features of account data and Opcode. Introducing the 

features of Opcode, which are contract codes that are stored on the Blockchain network. The 

Machine Learning used in the research was XGBoost being a classification algorithm, thus 

three distinct models were created, which were based on account, on opcode and a combined 

model of account + opcode. The Account+Opcode model outperformed the other two, 

achieving impressive results with an accuracy rate of 94% and a recall rate of 81%. Where 

high accuracy and recovery values indicate the model's ability to effectively detect Ponzi 

schemes implemented in the Bitcoin network. Since the incorporation of Account and 

Opcode resources allowed a more comprehensive analysis where the analysis with Machine 

Learning had a good performance and good accuracy in identifying fraud associated with the 

Ponzi scheme. A new supervised learning approach was presented by Pham and Lee (2016) 

for identifying anomalies within the Bitcoin network. This method aims to identify which 

transactions are suspicious and label which users have some involvement in these 

transactions. The main technique used in this study was the K-means clustering algorithm, 
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and the authors analyzed 30 cases in the Bitcoin network known to include cases of fraud and 

revenue losses. However, even analyzing it in a complete way, the accuracy of the proposed 

model was only 10%. Being a preliminary model, since only the K-means method was used 

in the study, the performance was limited in detecting possible fraudulent transactions. Being 

a complex task, other researches are necessary for the improvement of new analysis models 

and new more precise approaches in the detection of anomalies and also of labels to users of 

the Bitcoin network. Brown et al (2018) introduced the application of recurrent neural 

networks (RNNs) for detecting anomalies in system logs which are presented in the form of 

sequential data, thus unstructured sequential log messages were analyzed and the result was 

promising compared to other previously applied methodologies. Furthermore, LSTM (Long 

Short-Term Memory) neural networks were used in malware detection using opcode 

sequences. This study is efficient in malware detection, especially in scenarios where 

behavior-based predictions require a safe runtime environment.  

Tan et al. (2021) proposed in their research a different approach based on the detection of 

ambiguous transactions using a convolutional graph network model (GCN). Being a very 

advanced neural network architecture, the objective when using this model was the 

identification and differentiation of ambiguous transactions in the analyzed data set. The 

model performed excellent results with an accuracy rate of 95% in detecting ambiguous 

transactions. The authors sought the necessary data for the study using web trackers and 

capturing addresses associated with fraudulent transactions. This data set was used as a 

resource in the training and validation of the GCN model, which effectively distinguished 

between ambiguous and legitimate transactions. Highlighting the potential of these models 

and seeking to improve such mechanisms in the detection of anomalies and fraud in 

transactions. Vulnerability detection is crucial to prevent potential attacks and ensure the 

integrity of operations within the Blockchain network. 

 

3 Research Methodology 
 

The CRISP-DM (Cross-Industry Standard Process for Data Mining) methodology was 

applied in the project, as it is a widely recognized and effective for conducting studies in the 

area of data analytics, providing a structure that guides decision for the project by applying 

the steps of this methodology that includes data understanding, data preparation, modelling, 

evaluation and implementation. 

 

Figure 2: Methodology Approach 
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Implementing a systematic approach such as CRISP-DM is important since it is an 

organized methodology that brings better insights and ensures the reliability of the results, 

applying steps within the methodologies and building the result and effectiveness of the 

model. The understanding of the business is crucial referring to the security of decentralized 

networks and mainly in the detection of fraudulent activities in the Ethereum network since 

there are not many studies based on this network. Therefore, this study is necessary to 

maintain trust and integrity within the Ethereum network. The CRISP-DM methodology has 

an important approach that supports the business context with its structure, organizing and 

formulating other objectives that are focused regarding data analysis and fraud detection. The 

business understanding phase is essential to solve the proposed problems, applying data 

mining is an advantage in the efficiency of the project results. It also provides other important 

perspectives such as new opportunities within the project, with the understanding of the 

problem and the context of the business, seeking effective solutions with a focus on the 

protection and reliability of the Ethereum network. 

The Data Understanding phase within the CRISP-DM methodology is a crucial 

preparatory stage that establishes a comprehensive understanding of the dataset on the 

Ethereum. With the support of the methodology and the exploration of the data, it is possible 

to understand the information and establish relevant resources regarding the construction of 

effective models in the detection of frauds that contribute to the security and reliability of the 

Ethereum network. In this step, the dataset is collected and investigated, the dataset used in 

the project is public and was collected from the Kaggle website, the dataset consists of 9841 

rows and 51 columns, with data from fraudulent transactions and valid transactions. 

For the preparation of the data, the ETL (Extract, Transform, Load) will be applied, as the 

cleaning of the data is essential for a better understanding of the data, analysing and 

understanding what information are valid or not for the study, and also preparing the data that 

are important to receive the machine learning techniques that will be proposed. After 

preparing the data the machine learning methods will be used, it is important to apply the 

conversion of variables where the model can be executed without major problems or 

interruptions. When the data is pre-processed, it is possible to have a better detection of 

frauds and the data becomes more reliable. After cleaning and pre-processing, this data set 

will be divided into other subsets, defined as training, validation and testing so that a better 

accuracy in the performance of the model is possible. As for data modelling, binary 

classification will be used, where it will be focused on identifying fraud in the Ethereum 

network. Machine Learning Classification models such as Logistic Regression, Support 

Vector Machine (SVM) and Random Forest were implemented. These classification models 

will be used in the analysis to understand the patterns in the Ethereum network data 

according to their fraudulent or non-fraudulent transactions. Training and testing the data that 

were previously labelled, where it is possible to make other predictions of fraud that are 

based on the characteristics extracted from the data. With the Machine Learning methods 

results, the confusion matrix will be analysed where the models performance information will 

be conducted and the results identified. The model within the application of the models will 

be compared by evaluating the evaluation metrics such as the accuracy of the analysed data, 

F1 and recall. The deployment phase in the CRISP-DM methodology is the final stage in the 

process of detecting fraud on the Ethereum network. 
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4 Design Specification 
 

The project design specification provides a clear view of the structure and processes involved 

from start to finish of data analysis. This architecture was divided into three layers between 

the Pre-processing and Data Transformation Layer, Modeling and Training Layer and 

Evaluation and Results Layer, having an approach that are important for each step of the 

project until its completion. Each layer has other processes involved focusing in achieving the 

project objectives. 

 

 

 
Figure 3: Flowchart  Design Specification  

 

4.1 Pre-processing and Data Transformation Layer 
 

In this layer, the relevant data is collected and prepared for analysis, this phase includes 

data cleaning, data processing and required transformations, ensuring the quality of the data 

that will be analyzed using machine learning models. In the pre-processing stage, data 

relevant to the project is collected, this involves cleaning the data and processing the 

information, applying the necessary transformations to guarantee a good result when the 

Machine Learning models are applied. 
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4.2 Modelling and Training Layer 

 

In this layer, Machine Learning models such as Logistic Regression, Support Vector 

Machine and Random Forest are implemented and trained with the pre-processed data to 

optimize model performance. 

4.2.1 Modelling Techniques 

 

Logistic regression will be one of the models in Machine Learning that will be applied in 

the project, it is a statistical method that serves to model the relationship between a binary or 

categorical dependent variable and one or more independent variables. Introducing the binary 

response that is, two categories as positive or negative. It is an important technique in 

statistical analysis as one of the fundamental tools in data analysis for solving classification 

problems and making reliable predictions with categorical responses. 

 

 
 

Figure 4: Logistic Regression  

 

Random Forest is characterized as an algorithm that is used for classification tasks, 

regression and other forms of data analysis. Combining predictions from multiple models to 

improve the accuracy. Random Forest creates multiple decision trees during the training 

process, where each tree is built from a random sample of data and independent variables, 

that ensures that they are different from each other, avoiding over fitting the training data. 

When a prediction is needed, Random Forest makes each decision tree vote for its class or 

regression value. The class or value that receives the most votes is considered the final 

prediction. 
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Figure 5: Random Forest 

 

SVM (Support Vector Machine) is a machine learning algorithm used for classification 

and regression tasks. It is mainly used in classification problems where the data are separated 

linearly and the classes are separated by a line or hyperplane, that serves to increase the 

margin between the closest samples of each class and it is called vectors. SVM will be 

inserted in the project for data analysis, complementing the other models in the analysis of 

fraud in the Ethereum network data. 

 

 
Figure 6: Support Vector Machine 
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4.3 Evaluation and Results Layer 

 

After the pre-processing of the data, it is necessary to apply an evaluation of the 

effectiveness of the machine learning methods applied to the dataset, using specific metrics in 

the detection of fraudulent transactions and analysis of the best results. 

Precision: It can be characterized as the proportion of fraudulent transactions on the 

Ethereum network that were correctly identified in relation to all transactions that are fraud. 

Being a measure of how reliable it can be the model in detecting fraud. 

Recall: It is based on identifying the proportion of fraudulent transactions correctly based on 

the test set, being a measure indicating how well the model can find fraudulent transactions in 

the network. 

F1-Score: Combining precision and recall, this metric provides a balance with the other 

metrics and the classes in the dataset. 

Confusion Matrix: It is a table that summarizes the predictions of the model in relation to the 

true labels of the test set. It shows true positives, true negatives, false positives, and false 

negatives. 

These metrics are necessary for evaluating the performance of the models in detecting 

fraud on the network, and in correctly identifying which transactions are fraudulent and non-

fraudulent. Since the objective is to find the best model with the best performance, having a 

balanced precision and have an effective model in the detection of frauds in the Ethereum 

network. 

 

 

5 Implementation 
 

In the project implementation, the relevant resources are identified to process the data sets 

in detecting frauds in the Ethereum network. The dataset used in the project is publicly 

available in CSV format including information about transactions, ERC-20 tokens, 

characteristics of the Ethereum network, among other data relevant to the analysis. The 

language used in the project was Python, since it is a simple and readable programming, so it 

is ideal for the development of the project, with specific libraries that are applicable to the 

model.  

For the next step when analyzing the data, it was possible to identify variables correlated 

to the target variable, so Python codes were implemented to transform the data and its 

variables, applying Machine Learning models to improve the accuracy of the data and their 

insights. After pre-processing the data, the data set was divided into training, validation and 

testing. This division is necessary to ensure that the models are trained, and adjusted, 

allowing the evaluation of the capacity of the models on previously unobserved data. In the 

project, Python libraries such as sklearn were used, applying machine learning models such 

as Logistic Regression, Random Forest and SVM to identify fraudulent transactions in the 

analyzed data. In addition to the analysis of the accuracy of the results, the F1 metric and the 

confusion Matrix will also be used to analyze the performance of the project, after the 

analysis of the confusion Matrix, it is important in the accuracy of the data where false 
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positive and false negative information can be analyzed. The standard confusion matrix is 

exemplified in Fig. 7 with the definitions of the different labels. 

 

 
 

Figure 7: Confusion Matrix 

 

 

True Positive (VP): Represents the cases in which the model correctly classified the samples 

as positive and which are actually positive. Being successful in correctly identifying positive 

samples. 

False Positive (FP): Where the model mistakenly classified the samples as positive, when in 

fact they are negative, being errors in the identification of negative samples as positive. 

False Negative (FN): Indicates cases in which the model erroneously classified the samples 

as negative, when they are actually positive, these are errors in identifying positive samples 

as negative. 

True Negative (TN): Denotes cases where the model correctly classified the samples as 

negative being actually negative. Being successful in correctly identifying negative samples. 

 

 

6 Evaluation 
 

The objective of this research is to apply supervised machine learning techniques in the 

analysis of the fraud detection project in the Ethereum network. The aim is to obtain valuable 

insights through the use of logistic regression, SVM and random Forest methods and to 

evaluate which of the analyzed methods present the best performance for the model. With the 

results obtained, it will be possible to improve the fraud detection project, contributing to 

support the security and reliability of the Ethereum network and benefiting users and 

organizations that use this platform. 
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Figure 8: Research Dataset Explanation 

 

In the table, the data reveals that in the Ethereum network, the ERC20 standard represents 

an Exchange Rule that makes it possible to convert other currencies (eg DOGECoin) into 

Ethereum (ETH). ERC20 are the platforms main Tokens and represent the native currencies 

of the Ethereum network that circulate alongside ETH. Tokens can have different functions 

within the Ethereum network, promoting diversification and facilitating the integration of 

digital assets within that network. The ETL process is essential to guarantee the quality and 

integrity of the data, as it facilitates the analysis and decision-making when looking at data in 

search of more reliable information, analyzing and structuring the dataset for the application 

of Machine Learning models. For the analysis of real data we have target distribution of 

being Fraud or not. With a percentage of non-fraudulent instances of 77.9% and dealing with 

22% fraudulent instances. Then Machine Learning models will be applied in the project to 

better analyse the real data, using Machine Learning techniques focused on the analysis of the 

models and seeking to apply training and testing of the data to see which techniques are more 

promising in the analysis of the data and better results. 

 
Figure 9: Fraud and non-Fraud Chart 
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The dataset exhibited an imbalance, with 22% of accounts flagged as fraudulent and 78% as 

non-fraudulent. To assess the outcomes, the evaluation metrics employed were the Confusion 

Matrix, F1 Score, and Recall, aiming for enhanced optimization. Emphasis was placed on 

False Positives for accuracy and on False Negatives for recall. The F1-Score metric, 

combining accuracy and recall, provided a comprehensive measure of model efficacy. 

Throughout the training and testing phases, accuracy and recall results were achieved for 

non-fraudulent transactions, leading to an increase in the F1 score. Consequently, the Logistic 

Regression and SVM models fell short in performance, exhibiting a lower F1 score in 

comparison to the Random Forest model. This underscores the Random Forest model as the 

preferred choice, especially for addressing imbalanced data scenarios. 

Data cleaning was necessary after carrying out the first analyzes where it was possible to 

observe the existence of variables correlated with each other. Thus, it was necessary to 

discard some features to avoid multicollinearity and possible redundancy problems in later 

analyses. By eliminating some of the variables that had the highest correlation, the dataset 

became more suitable for applying machine learning techniques, providing more accurate 

results. The data cleaning and pre-processing step was essential to ensure that the fraud 

detection model could be reliably trained and evaluated, contributing to a more accurate 

analysis of the project. 

 

 
 

Figure 10: Correlated features 
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6.1 Experiment 1: An Exploratory Analysis of Ethereum Fraud Detection 

through the Implementation of the Logistic Regression Machine 

Learning Model 
 

Logistic regression is the first technique applied in the project, it is focused on binary 

variables, and thus allows estimating the probability regarding the identification of 

transactions. When detecting fraud on the Ethereum network, Logistic Regression can be 

used to estimate the probability that a transaction is fraudulent or genuine, based on the 

known characteristics of the transactions. This approach helps in identifying suspicious 

transactions contributing to the security and reliability of the Ethereum network. 

 
 

 
 

 
Figure 11: Confusion Matrix 

 

 

Considering the confusion matrix: 

Using 0.65 for training of the real data we got a better result. LR model, correctly identified 

559 (TP) true positive of FRAUD cases, out of 780 (P) positive cases. LR model flagged as 
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FRAUD 22 (FP) false positive out of 2665, when these cases were actually NON-FRAUD. 

With an accuracy of 83% in identifying fraud, it proved to be a good model in the analysis, 

but not ideal.  

6.2 Experiment 2: An Exploratory Analysis of Ethereum Fraud Detection 

through the Implementation of the Support Vector Machine (SVM) 

Machine Learning Model 
 

The SVM was also applied in the project as it is a supervised machine learning algorithm 

and handles classification or regression challenges in a variety of applications, including 

fraud detection on the Ethereum network. The focus of this model is on the training and 

classification of a data set, seeking to find separation hyperplanes between non-fraudulent 

and fraudulent transactions. 

 

 

 
Figure 12: Confusion Matrix 

 

Using 0.7 for training of real data but it was not satisfactory, probably overfitting 

considering the confusion matrix, SVM could not identify frauds in the model, even with an 

accuracy of 78%, it is not a good model to be implemented in this case. It does not perform 

well when we have a large dataset because the required training time is large. 
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6.3 Experiment 3: An Exploratory Analysis of Ethereum Fraud Detection 

through the Implementation of the Random Forest Machine Learning 

Model  
 

Random Forest uses decision trees to combine its classification results, where trees are 

built with probability, decision and termination nodes, with possible different decisions. 

Thus, this model has shown promise in detecting fraud on the Ethereum network. 

 

 

 
Figure 13: Confusion Matrix 

 
 

 

Considering the confusion matrix: 

Using 0.7 for training of the real data we got a better result. 

Random Forest model, correctly identified 142 (TP) true positive of FRAUD cases, out of 

1520 (P) positive cases. 

Random Forest model flagged as FRAUD 79 (FP) false positive out of 5367, when theses 

cases were actually NON-FRAUD. 

With an accuracy of 97% in identifying fraud, it proved to be the best model for identifying 

fraud. The most important features in the analysis of fraud or non-fraud were the following, 

with ERC20_uniq_rec_token being the most important for the definition of fraud in 

transactions. 
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When comparing its results with other classification models, such as Logistic Regression 

and the Support Vector Machine, Random Forest was the best model, presenting 

effectiveness in identifying fraudulent transactions. This range of combined trees allowed to 

improve the overall accuracy of the model, making it a more suitable option to support the 

security and integrity of the Ethereum network. 

 

 
Figure 14: Important Features 

 

When examining the Ethereum dataset, important factors that emerged as crucial for 

detecting fraud included token-related attributes, average values derived from smart 

contracts, and time frame between initial and concluding transactions. Researching into the 

analysis of smart contract actions linked to a transaction proved crucial, as it enabled the 

identification of suspicious interactions and potentially malicious contracts, both serving as 

red flags for fraudulent activity. In regard to tokens, monitoring balances and token transfers 

are important to finding irregularities. Furthermore, analyzing transaction timestamps 

presented valuable insights, particularly when transactions occurred during unconventional 

hours. Employing Machine Learning models played an indispensable role in extracting these 

critical features and accurately find fraudulent transactions within the dataset. 
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7 Discussion 
 

Important metrics were used in detecting fraud on the Ethereum dataset, through the 

utilization of a confusion matrix analysis. True Negatives, representing instances where the 

model correctly identified legitimate transactions, were crucial in ensuring the model's 

accuracy in identifying non-fraudulent activities. A substantial count of True Negatives was 

highly required as it indicated the models ability in identifying genuine transactions. False 

Positives represented cases where the model erroneously categorized legitimate transactions 

as fraudulent, potentially leading to misinformation. Reducing the number of False Positives 

was of highest importance to maintain data integrity. Precision metrics were employed to 

determine the proportion of transactions identified as fraudulent by the model that really 

exhibited fraudulent characteristics. A high precision value indicated that a significant portion 

of transactions labeled as fraudulent were indeed fraudulent, a crucial factor in mitigating 

False Positives. In terms of Recall, it evaluated the models ability to identify fraudulent 

transactions among the fraudulent transactions. A high Recall, as exemplified by the Random 

Forest model, indicated that the model was good in identifying most fraudulent transactions, 

thus reducing False Negatives. 

The F1 score emerged as a valuable metric finding a balance between accuracy and recall. 

In the Ethereum network fraud project, achieving this balance was essential to minimize both 

false positives and false negatives. A high F1 score signaled that the model accurately 

balanced accuracy and recall. Overall, when evaluating fraud-related metrics within the 

Ethereum network context, is important to prioritize high accuracy to control False Positives 

and look for high Recall to ensure the detection of most fraudulent transactions. 

Analyzing the research question, it can be clarified that the classification models are 

adequate for the analysis. Three machine learning models were applied in the project to 

investigate its effectiveness in detecting fraud on the Ethereum network, as Logistic 

Regression, Support Vector Machine and Random Forest. Logistic regression showed an 

accuracy of 83% so it was a good result but it is not the best method to detect fraud on the 

network. Even with an accuracy of 78%, the SVM proved to be unreliable due to its inability 

to correctly identify fraud in transactions, as evidenced by the confusion matrix.  

SVM model showed unsatisfactory results during the study implementation stages. 

Comparing the results of the three models, Random Forest presented promising results in 

detecting fraud on the Ethereum network, this model was the more effective and suitable 

approach for this project. Comparing this project to studies previously discussed in the 

literature review, it can be define as a necessary project for future new studies in this field, 

with two of the models showing important results and can be implemented in different 

datasets for possible new analyses. 

 
 

8 Conclusion and Future Work 
 

The present project investigated fraudulent transactions on the Ethereum network, using 

machine learning classification models such as Logistic Regression, Support Vector Machine 

and Random Forest, that were evaluated for their ability to identify fraudulent transactions. 
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After the analysis using the models, the results showed that Logistic Regression proving 

to be a viable alternative for fraud detection. However, the Support Vector Machine was not 

reliable in identifying fraud, not demonstrating good effectiveness for this project, as 

indicated by the confusion matrix. 

Both models faced difficulties in achieving satisfactory results in the study 

implementation stages. However, when comparing the overall results of the three models, 

Random Forest is the most promising approach in detecting fraud on the Ethereum network. 

Therefore, based on the findings of this study, it is recommended that future research 

consider the use of Random Forest as a more efficient and adequate option to detect fraud in 

the Ethereum network, providing valuable insights to improve the security and integrity of 

transactions in this network. 
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