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1 Introduction 
 
This project is split into three (4) broad categories: 
Data acquisition and packages installation, data preprocessing, data modeling and feature 
interaction detection. 
N.B: knowledge of R algorithm and SQL are pre-requisites 
 

1.1 Data acquisition and package installation: 

Nigerian digital soil map dataset freely downloaded from science direct website 
 

 
 

1.2 Download an online database management package, DBF viewer was used for this 
          project. This dbf viewer is required to access the downloaded dataset and a fair   
            knowledge of SQL is required to generate report. This random report will be 
           compared with same random report generated in Jupyter note book (R-Kernel) for data 
             integrity check 
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1.3 This dataset is stored in a schema and a database management tool will be needed for 
access and will be referred to as NDSM hence forth. It contains five geospatial files 
(.shp, .shx, .sbx, .sbn, and .prj), choose the file ending with ‘.prj’. Once Dbf is 
connected you will see a screen like below. 

  

 
        

- Select the directory the downloaded dataset from the ‘folder’ window. 
- Choose the file from the ‘tables’ window. 
-  Click on ‘schema—optional. 
- Input the SQL -command to execute a query. As an example to get a report of all  

            observations and features, write SELECT* from …..(input the file name). 
- Click ‘F5’ to execute. 
-  Export (F9)the generated report as a .csv file and save on your local directory as 

‘soiltypesdbf_project. 

1.4 Install Jupyter notebook, anaconda or python and R 

      
 
 

1.5 Extraction of the .shx and the .shp,  files: 

- R algorithms are used to extract these files in Rstudio 
- The required packages and libraries are installed and called. 
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- Load both the .shx  and .shp files into Rstudio with st_read() and save as ‘soilSearch’ 
and ‘soilShape’ respectively. It shows 658 rows and 17 coulmns. 

- Plot the files to convert the multipolygon to map. Both maps are the same with no 
spatial information (ie no location coordinates) so not useful for modeling. See 
figure below. 

 

 
 

- Write both files onto local directory as .csv files 
                                

1.6 Install R packages needed for the loading and pre-processes in jupyter notebook. Below 
is a sample of command to install the packages and call the associated libraries. 

 
 
 
 

2 Data Cleaning, Transformation and Pre-processing. 
 
             Here the data is checked for missing data, cleaning, understanding of the data in  
            general. 

- Note only the .prj file is used for the project as it had the required data . Both the 
extracted  .shp and .shx files are not going to be used since they have same data as 
the .prj files but no location coordinates.  

- The ,sbn and .sbx files are the raster files for folder maintenance like index search 
speed not required in Jupyter notebook, so not used either. 
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2.1 Load the Dbf exported NDSM file (soiltypes.dbf_project) into Jupyter note book – R 
kernel, using the R command read.csv(), input ‘string Asfactor =TRUE’ 

2.2 Get familiar with the data—summary, missing values, data types etc. 

2.3 Check for data integrity: compare randomly generated query report in dbfviewer to 
same query report generated in jupyter notebook ensuring same output for data upload 
accuracy. 

2.4 Visually explore the dataset to check for missing flaws for correction. Note  variable 
‘ECOLOGICAL’ needs to be corrected for the two mis-spaced label names ‘Rainforest 
soils’, as seen below 

 

 
 
 

2.5 Remove irrelevant variables that are either descreet, ordinal or unnecessary 

           (‘Id’,’mapping_un’,’pH_describ’,’soil_class’ and ‘Percentage’) 
   

2.6 Transform the factor variables to integers  

2.7 Check for regression assumptions 

2.8 Use box plots to identify the variables with outliers 

2.9 Remove identified outliers. This project used  created three functions, first to change 
variables to numeric, second to detect the outliers and third to create a new dataframe 
of no-outliers , named soilNum2 and save in local directory. 

2.10 Reload the newly created soilNum2 csv 

2.11    Replace the existing variables (having outliers) with the new one (without outliers)    
2.12  Correct variable non-normality with box-cox, log10, square root and cubic log  
         transformations. 
          -  Since these transformations did not work, it confirmed dataset to be non-normal and  
              non-linear. 
          - The original dataset is now reloaded as a ‘soilstr’ and all previous pre-processes and  
             transformation redone. 
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2.13    Synthesise 5000 more data points using copula package on this re pre-processed  
           dataset. The copula family will enable generation of dependences similar to the  
          original dataset 
          - To know and select the exact copula type to use (that fits the dataset), first create the  
            Bicop bivariate objects (eCop) with the dataset for all 12 features. 
 

 
                         
          - Select the created objects using BiCopSelect()function in pairs for Bivariate copula to  
           generate the copula family. For example: 

selectCopula1<-BiCopSelect(eCop1,eCop2,familyset=NA) 
- Merge the selectCopulas above using cbind to generate a  matrix that gives 

information of the Family names  and numbers, par1 and par2, all to be used later. 
- Generate the 5,000 data points using above information with BiCopSim() . 
- Bind the output with cbind() and as a dataframe- data.frame and save as ‘simDatum’. 
- Name the columns with the original dataset column names. 
- Rename the columns of the simDatum to be exactly the same with the existing 

columns. Output should be as below extract. 
 

 
  

2.14  Generate numeric estimates for the character variables of original dataset soilstr (568 
observations) based on existing impact of each predictor factor level on  Soil_Ph (dependent) 
- Transform all variables to numeric 
- #### Use the tidymodels package for the formula syntax below  ###  
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- Apply the syntax below on soilstr data and save as ‘soilData’. This command generates 
predictors numeric values equivalent to each character factor level and replacing the 
traditional dummy variables (0/1) with variance of soil_pH based on impact of each predictor 
factor-level. 
 
soilData<- recipe(formula = SOIL_PH ~ . , data=soilstr) %>% 
step_lencode_glm(GEOLOGY,SLOPE,ECOLOGICAL,DRAINAGE,SUITABILIT, 
SOIL_TEXTU,VEGETATION, DISTRIBUTI,SOIL_CLA_1,MAJOR_CROP,Depth, 
outcome = vars(SOIL_PH))%>% 
prep(soilstr) %>% 
bake(soilstr%>%select(GEOLOGY,SLOPE,ECOLOGICAL,DRAINAGE,SOIL_PH, 
SUITABILIT,SOIL_TEXTU,VEGETATION,DISTRIBUTI,SOIL_CLA_1,MAJOR_CROP,
Depth)) 
soilData 

 
 

2.15 Change the position of target variable Soil_pH in simDatum to match with the position 
in soilData (ie positioned after ‘Depth’ predictor 

simDatum%>% relocate(SOIL_PH, .after= Depth) 

2.16 Merge the soilData and the simDatum using rbind() and save as soilNew. This will 
ensure each row binds and values fitted for each column too.  

- This gives the newly generated dataset of 5,658 observations and 12 features 
 

2.17 Features selection using principal component analysis. Follow the steps below: 
 

- Build an lm model 
model= lm(SOIL_PH~ ., data=soilNew) 
summary(model) 
 
# Removing the target variable from the dataset 
targetless<- soilNew[,-12] 
 
# Principal Component Analysis (PCA) 
targetless.pca<- prcomp(targetless, center=TRUE, scale=TRUE) 
 
# Plotting the scree plot 
plot(targetless.pca, type='l', main='Scree Plot of soilNew') 
summary(targetless.pca) 
 
# Doing the rotation matrix 
print(targetless.pca$rotation) 
 
# To see if variables can be discarded, Eigen values were calculated for the data 
without PCA 
eigen(cor(targetless))$values 
diag(var(targetless.pca$x[,])) 
 
 



7 
 

 

 
#checking correlation between the target variable and the PCAs 
 
soilNew.pca=cbind(soilNew[,12],data.frame(targetless.pca$x)) 
colnames(soilNew.pca)[1]<- 'SOIL_PH' 
cor(soilNew.pca)[,1] 
 
# Building a model to check statistical significance of the PCAs. 
# All PCs were statistically significant, thus no variable removed. 
 
signifPCA<- lm(SOIL_PH ~ ., data= soilNew.pca) 
summary(signifPCA) 
 
 

2.18 Recheck for outliers using the same three- function command and save the dataset of 
‘no-outliers) as SoilOut2 in local directory. 

2.19 Treatment of data imbalances using Synthetic Minority Oversampling Technique. 

- The steps below should be followed to apply the SMOTE() function used in 
correcting the data imbalances. 
 
##To avoid clog and k being more than sample size, soilOut2 was split into 
training(70%) and testing (30%) data using dependent variable (soil_ph) and the test 
data used for imbalance correction. The test data size is 2,997 which is sufficient for 
modeling. 
 
set.seed(200) 
 
#        Splitting dataset into training and testing samples 
 
split3<-sample.split(soilOut2$SOIL_PH,SplitRatio = 0.7)# random selection 
soil_training3 <- subset(soilOut2, split3== TRUE) 
soil_test3 <- subset(soilOut2, split3==FALSE) 
 
#        Applying the SMOTE function to the test data 
 
soilSmote2<-soil_test3 
testSmote2<- SMOTE(soilSmote2,soilSmote2[['SOIL_PH']]) # The ...$data is 2,997 
observations and 13 features 
tsetSmote$data 
 
## Saving smoted-data as testSmote2$data and writing the data into local directory 
## This dataset is loaded into R-studio for modeling implementation stage below 
 
write.csv(testSmote2$data,'C:/Users/alaso/Desktop/testSmote2$data.csv', 
row.names=FALSE) 
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3 Implementation 
 

3.1 Prediction Models 
 

3.1.1 Support Vector Machine for Regression 

 
- Load the required packages 

 

 
 

- Read-in  the soilSmote2$data as ‘testSmoteSVR’ 
- Check which SVR kernel performs better between 'svmRadial' and 'svmPoly' based 

on lower RMSE value to select radial type to use: 

 
 

- Polynomial kernel was chosen for the lower RMSE and would have been chosen if 
otherwise for the interaction effect advantage over radial kernel since check of 
interaction effect is one of the project's contribution. 
 

- Split dataset into training testing and validate in ration 70:20:10 respectively. 
- Set hyper-parameters to be used for model tuning: 
- Set seed for reproducibility 

 Control = 10-fold cross validation 
 TuneGrid: 

          Degree = 1,2,3, Scale = 0.01, 0.1, C =  0.25, 0.5,1 
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- Modeling  
- Use the result of set parameters in above step for the modeling as below: 

 
 
 

- Prediction on test and validate data 
- Follow the steps below; 

svrTest= Test data and svrValid = validate data 
 

 
 
 

- Evaluation of results 
- Use in-built R-commands for the evaluation metrics as below for test data: 

 
 

 
- Repeat same for valid date, replacing the ‘target.test’ for ‘target.valid’ 
- The 10-fold cross validation should look like this 
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3.1.2 Random Forest for Regression 

 
- Load required packages and libraries 

 

 
 

- Read in data (like SVR) as ‘testSmoteRand’ 
- Split data into training and testing data in same ratio as SVR with train named 

randTrain, test is randTest and validate is randValid. 
- Set hyper parameters: 

 contr = 10-fold cross validation 
 TuneGrid => .mtry = c(1:10) 

- Now contr result is passed to 'trControl' parameter to retrain the model and .mtry 
of tuneGrid used to fine-tune the hyper parameters as below: 



11 
 

 

 
 

- Follow the steps below to select the best mtry and ntree to use in final model 
 

 
 

- Pre-modeling 
 Fit random forest function 

set.seed(5) 
modelrand <- randomForest(formula = SOIL_PH ~ .,data = testSmoteRand) 

 Get results of the set hyper-parameters following steps below: 
 

 
 

- Modeling and predictions 
- Use the hyper parameter results above to fine-tune and train the final model, as such: 

tune_model2<-train(SOIL_PH~.,data=randTrain, mtryStart=4, trace=FALSE, 
          ntreeTry=600,trControl=contr, importance=TRUE, 
             improve=0.01, stepFactor=1.5) 

- Subset test and valid data samples like SVR model 
- Predict using both test and validate data 
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- Evaluating results 
- Use in-built R algorithms to evaluate RMSE, COR and MSE like in SVR model  
- Result should be like below for both test and validate 

 

 

 
 

 

3.2 Classification Models 

3.2.1 Non-Parametric Naïve Bayes Soil_pH Model 
- Load the required packages and libraries 

 

 
 

-Read- in the smote dataset as ‘testSmoteNav’. 
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- Normalise testSmoteNav excluding the Soil_ph 
- Split data into training and testing data in ratio 0.8n and 0.2 respectively. 
- Set train and test labels 
- Factorise target, Soil_pH, and convert to binary level (as a dataframe) like below syntax: 
 
testSmoteNav$SOIL_PH <- as.factor(ifelse(testSmoteNav$SOIL_PH >= 0.50,2,1)) 

 
Modeling and prediction: 
Tunning with kernel distribution: 
-Set hyper-parameters: usekernel and poisson as TRUE and FALSE respectively makes the 
Naive Bayes model a non-parametric one 
- using kernel density estimates and laplace =1 enables smoothening. 
 

- Follow steps below to achieve this: 

 
 

 
Evaluation 

- Function below used to get the result: 
 

  
Visualise confusion matrix  

- Use code below: 
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- This should look like below: 
 

 
 
 

3.2.2 Non-Parametric Naïve Bayes  Soil_Texture Model 
 

- Here, target is SOIL_TEXTU 
- Repeat the same as above to factorisation step 
- Use syntax below to factorise the soil_texture variable after grouping into four (4) 

 
#grouped LoamyFineSand & Sandyloam; sandy, concretional & sandyClay; 
 
testSmoteSoil$SOIL_TEXTU <- cut(testSmoteSoil$SOIL_TEXTU,4, 
labels=c('ClayLoam', 'LoamyFineSand',' SandyClay',' SiltyClay')) 
 

- Set training and testing data 
- Set train and test labels 

 
 

Modeling , prediction and confusion matrix 
- Follow the steps below 
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Evaluation 
-Use same evaluation function like Soil_ph model 
- Use same syntax for confusion matrix in above model and substitute with the test data and 
prediction names of this Soil_textu model 
 
Soil_model confusion matrix should look like this: 
 

 
 

 

 

3.2.3 K-Nearest Neighbour Soil_pH Model  
- Target here is SOIL_PH variable 
- Load required packages and libraries as below 
- Read- in the data as ‘ testSmoteKNN’ 
- Normalise data without target variable 
- Set training and testing data in ratio 0.8 and 0.2crespectively 
- Factorise Soil_ph and convert to binary like in Naïve Bayes Soil_ph model 
- Set training and testing labels 
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- Modeling   
- Selecting the better k value to use for final model 
- Follow steps below for the selection: 
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- Prediction 

 
Evaluation , results and visualisation 
 

- Set confusion matrix like Naïve Bayes soil_ph model, substituting objects for KNN 
test label and prediction ,predknn1 

- Use the same evaluation function for Naïve Bayes, using knn values: 
Actual=Test.knn_label1, Predicted=predknn1 

- Use same confusion matrix plot as in Naïve Bayes above, substituting for knn objects. 
and should look like figure below 

 
 

 

3.2.4 K-Nearest Neighbour Model for Soil_Texture Model 
- Here , the target is the soil texture variable 
- Load data as ‘ soil_knn’ 
- Normalise without target variable 
- Split data into training and testing in ration 80:20 
- Use syntax below to convert target, SOIL_TEXTU into four groups: 

 

 
 

- Set train and test labels 
 
Modeling with kvalue of 48 and prediction 
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Evaluation, result and confusion matrix 
 

- Use same evaluation function as Naïve Bayes soil texture model 
- Use same confusion matrix syntax as Naïve Bayes soil texture model 
- The confusion matrix should look like below: 

 
 

 
 

3.2.5 Support Vector Machine Models 
 

- Load packages and libraries 

 
 

- Target here is SOIL_PH variable 
- Load data as ‘testSmoteSVM’ 
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- Normalise data without target variable 
- Factorise SOIL_PH and transform to binary level like the other soil_ph models 
- Split data into training and testing ratio 80: 20 like below: 

 
 
Modeling and Prediction 

- Here, three (3) separate models were developed with different kernels used for 
prediction on test data. This is to select the best of the kernels based on evaluating 
metrics accuracy, precision, recall and f1 score. The kernels are: ‘Auto-selected’, 
‘radial’ and ‘polynomial’. 

- The steps below should be followed to develop and evaluate the three models: 
 

 
 

- The three models prediction results were marginally different in the evaluation 
matrices. Polynomial model was selected for the interaction effect advantage 
although not the optimal model. 

- Same evaluation function used like for other models above 
- Confusion matrix set like other models above, substituting for SVM values and 

should look like below: 
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3.2.6 Random Forest Model 
- Target here is SOIL_PH variable. 
- Load packages and libraries like random forest for regression model. 
- Read-in data as ‘testSmoteRand’. 
- Factorise Soil_ph and transform to binary level. 
- Set training and testing data in ration 80:20 respectively. 

 
Modeling, prediction and confusion matrix 
-Use steps below to achieve these: 
 

 
 

Evaluation and result 
- Same evaluation function as in Naïve Bayes Soil_ph model, substituting for this 

random forest test[-12] and predRf. 
Visualisations 

- Below syntax are for visualising the model and the variables importance. 

- Same confusion matrix plot syntax as in Naïve Bayes Soil_ph model, substituting for this 
random forest result parameters and should look like below figure. 
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4 Feature Interaction Detection 
 

Here, the feature interactions are checked for the features that have interactions and 
although each possible interaction was handled during the modeling implementation 
stage with the use of polynomial kernels (SVR, SVM, NB), random forest with 
inbuilt handling and KNN indirectly through the distancing. The steps below should 
be followed to replicate work done on this. 
 

- Load the required packages and libraries 
 

 
 

- The steps below should be followed from dataset loading to applying anova 
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- Anova on model_intr shows Geology, Slope, Vegetation  and Major crop have 
significant interactions while drainage is marginal and others have no interaction. 

 

 
 

- Assess the interactions among the features with significant interaction with steps 
below and sample result 
 

 

 
 
 
 
 
 


